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## 1 Introduction

In the last hundred years some important applications such as Monte Carlo methods, wireless communications or famous encrypting algorithms (e.g. Vernam cipher) inspired intensive study of pseudorandomness of different objects. Initially, random and pseudorandom objects were generated by physical methods, but these methods have several disadvantages: they are slow, expensive, it is difficult to store the data and their pseudorandom properties cannot be proved mathematically. In order to avoid these difficulties, pseudorandom objects are generated nowdays from a small secret key by mathematical algorithms, with the intent that they appear random to a computationally bounded adversary.

Different approaches and definitions of pseudorandomness exist. Menezes, Oorschot and Vanstone [81] wrote an excellent monograph about these approaches. The most frequently used interpretation of pseudorandomness is based on complexity theory; Goldwasser [30] wrote a survey paper about this approach. In this approach usually sequences of length tending to infinity are tested while in the applications only finite sequences are used. Unfortunately, most of the results are based on certain unproved hypotheses (such as the difficulty of factorization of integers or the difficulty of the discrete logarithm problem). Finite pseudorandom $[0,1)$ sequences have been studied by Niederreiter (see for example [86], [87], [88], [89]). Niederreiter [90] also studied random number generation and quasi-Monte Carlo methods and their connections.

In the second half of the 1990s, Christian Mauduit and András Sárközy [77] introduced a new constructive quantitative approach, in which the pseudorandomness of finite binary sequences is well characterized. Since then it is a fast developping area, several authors work in this field and several constructions, results and generalizations are presented in numerous papers. In [46] I gave a survey of the most important results.

In the present dissertation I will summarize my main results in the theory of pseudorandomness. Some of my results (see the papers [39], [41], [45], [49], [61], [62]) will be presented in details, but to keep the extent of the dissertation below a reasonable limit my other works (see the papers [37], [40], [42], [43], [44], [46], [47], [48], [50], [51], [52], [53], [54], [55], [56], [57], [58], [59]) will be just briefly mentioned. Throughout the dissertation I will always name the authors of the theorems except for the ones proved by me without any coauthors.

In [77] Mauduit and Sárközy introduced the following pseudorandom measures:

Definition 1.1 (Mauduit, Sárközy) For a binary sequence $E_{N}=$ $\left(e_{1}, \ldots, e_{N}\right) \in\{-1,+1\}^{N}$ of length $N$, write

$$
U\left(E_{N}, t, a, b\right)=\sum_{j=0}^{t} e_{a+j b}
$$

Then the well-distribution measure of $E_{N}$ is defined as

$$
W\left(E_{N}\right)=\max _{a, b, t}\left|U\left(E_{N}, t, a, b\right)\right|=\max _{a, b, t}\left|\sum_{j=0}^{t} e_{a+j b}\right|,
$$

where the maximum is taken over all $a, b, t$ such that $a, b, t \in \mathbb{N}$ and $1 \leq a \leq$ $a+t b \leq N$.

The well-distribution measure studies how close are the frequencies of the +1 's and -1 's in arithmetic progressions (for a binary sequence with strong pseudorandom properties these two quantities are expected to be very close.) But often it is also necessary to study the connections between certain elements of the sequence. For example, if the subsequence $(+1,+1)$ occurs much more frequently then the subsequence $(-1,-1)$, then it may cause problems in the applications, and we cannot say that our sequence has strong pseudorandom properties. In order to study connections of this type Mauduit and Sárközy [77] introduced the correlation and normality measures:

Definition 1.2 (Mauduit, Sárközy) For a binary sequence $E_{N}=$ $\left(e_{1}, \ldots, e_{N}\right) \in\{-1,+1\}^{N}$ of length $N$, and for $D=\left(d_{1}, \ldots, d_{\ell}\right)$ with nonnegative integers $0 \leq d_{1}<\cdots<d_{\ell}$, write

$$
V\left(E_{N}, M, D\right)=\sum_{n=1}^{M} e_{n+d_{1}} \ldots e_{n+d_{\ell}}
$$

Then the correlation measure of order $\ell$ of $E_{N}$ is defined as

$$
C_{\ell}\left(E_{N}\right)=\max _{M, D}\left|V\left(E_{N}, M, D\right)\right|=\max _{M, D}\left|\sum_{n=1}^{M} e_{n+d_{1}} \ldots e_{n+d_{\ell}}\right|,
$$

where the maximum is taken over all $D=\left(d_{1}, \ldots, d_{\ell}\right)$ and $M$ such that $0 \leq d_{1}<\cdots<d_{\ell}<M+d_{\ell} \leq N$.

Definition 1.3 (Mauduit, Sárközy) For a binary sequence $E_{N}=$ $\left(e_{1}, \ldots, e_{N}\right) \in\{-1,+1\}^{N}$ of length $N$, and for $X=\left(x_{1}, \ldots, x_{\ell}\right) \in\{-1,+1\}^{\ell}$,
write

$$
T\left(E_{N}, M, X\right)=\left|\left\{n: 0 \leq n<M,\left(e_{n+1}, e_{n+2}, \ldots, e_{n+\ell}\right)=X\right\}\right|
$$

Then the normality measure of order $\ell$ of $E_{N}$ is defined as

$$
N_{\ell}\left(E_{N}\right)=\max _{M, X}\left|T\left(E_{N}, M, X\right)-M / 2^{\ell}\right|
$$

where the maximum is taken over all $X=\left(x_{1}, \ldots, x_{\ell}\right) \in\{-1,+1\}^{\ell}$, and $M$ such that $0<M \leq N-\ell+1$.

We remark that infinite analogues of the functions $U, V$ and $T$ had been studied before (see, for example, [15], [68] and [91]), but the quantitative analysis of pseudorandom properties of finite sequences has started by the work of Mauduit and Sárközy [77].

The combined (well-distribution-correlation) pseudorandom measure [77] is a common generalization of the well-distribution and the correlation measures. This measure has an important role in the multidimensional extension of the theory of pseudorandomness (see Sections 5, 6, 7 and 8).

Definition 1.4 (Mauduit, Sárközy) For a binary sequence $E_{N}=$ $\left(e_{1}, \ldots, e_{N}\right) \in\{-1,+1\}^{N}$ of length $N$, and for $a, b, t \in \mathbb{N}, D=\left(d_{1}, \ldots, d_{\ell}\right)$ with non-negative integers $0 \leq d_{1}<\cdots<d_{\ell}$, write

$$
Z\left(E_{N}, a, b, t, D\right)=\sum_{j=0}^{t} e_{a+j b+d_{1}} \ldots e_{a+j b+d_{\ell}}
$$

Then the combined (well-distribution-correlation) measure of order $\ell$ of $E_{N}$ is defined as

$$
Q_{\ell}\left(E_{N}\right)=\max _{a, b, t, D}\left|Z\left(E_{N}, a, b, t, D\right)\right|=\max _{a, b, t, D}\left|\sum_{j=0}^{t} e_{a+j b+d_{1}} \ldots e_{a+j b+d_{\ell}}\right|,
$$

where the maximum is taken over all $a, b, t$ and $D=\left(d_{1}, \ldots, d_{\ell}\right)$ such that all the subscripts $a+j b+d_{i}$ belong to $\{1,2, \ldots, N\}$.

When Mauduit and Sárközy introduced quantitative pseudorandom measures, their starting point was to balance the requirements possibly optimally. They decided to introduce functions which are real-valued and positive and the pseudorandom properties of the sequence are characterized by the sizes of the values of these functions. It was also an important requirement that
one should be able to present constructions for which these measures can be estimated well. It turned out that the measures $W$ and $C_{\ell}$ do not only satisfy these criteria, but later Rivat and Sárközy [95] showed that if the values of $W$ and $C_{\ell}$ are "small", then the outcome of many (previously used a posteriori) statistical tests is guaranteed to be (nearly) positive.

Although by $W, C_{\ell}, N_{\ell}$ and $Q_{\ell}$ many pseudorandom properties of the sequence can be characterized, but obviously not all. For example, in [34] I introduced the symmetry measure in order to study symmetry properties of finite binary sequences (later the symmetry measure was generalized by Sziklai [102]). In [108] Winterhof gave an excellent survey on different pseudorandom measures and certain constructions. However it was also important to determine a not too large set of certain basic pseudorandom measures, which can guarantee the adequate security in the applications. The measures introduced by Mauduit and Sárközy seem to satisfy these criteria. In the case of binary sequences the most studied measures are $W$ and $C_{\ell}$, and many papers use only these measures, while in multidimensional extensions, the most important measure is $Q_{\ell}$.

In [13] Cassaigne, Ferenczi, Mauduit, Rivat and Sárközy formulated the following principle: "The sequence $E_{N}$ is considered a "good" pseudorandom sequence if these measures $W\left(E_{N}\right)$ and $C_{\ell}\left(E_{N}\right)$ (at least for "small" $\ell$ ) are "small"."

Since 1997 many constructions with strong pseudorandom properties have been given by different authors. In 2007 Sárközy [97] presented a survey paper about the most important constructions.

One of the most intensively studied pseudorandom generator is the Blum-Blum-Shub generator, called this way after the name of its creators: Leonore Blum, Manuel Blum and Michael Shub. The unpredictability of this generator has been proved conditionally assuming the difficulty of integer factorization. In Section 2 I prove quantitative results by estimating the pseudorandom properties of the generated sequences. The power generator (an extended version of the Blum-Blum-Shub generator) will be defined in (2.1). If $p, \vartheta, t, k, T, n_{0}$ and the sequence $u_{n}$ and $E_{N}$ are defined as in Notation 2.1 and Construction 2.1, then my main result in Section 2 can be summarized as it follows.

## Theorem 1.1

$$
\begin{aligned}
& W\left(E_{T}\right) \ll p^{7 / 8} \log p, \\
& N_{\ell}\left(E_{T}\right) \ll p^{7 / 8} \log p .
\end{aligned}
$$

If $T$ (the multiplicative order of $k$ modulo $t$ ) is large in terms of $p$, then these bounds give a strong estimate for the well-distribution and normality measure. We remark that for the correlation measures we have slightly weaker estimates and only for shorter sequences.

Theorem 1.2 For every $\delta>0$, there exists a constant $\varepsilon$ depending on $\ell$ and $\delta$ such that if $N(<T)$ satisfies certain conditions depending on $k$ and $\delta$ (see Theorem 2.3 in Section 2), then for the sequence $E_{N}$ defined in Construction 2.1 we have

$$
C_{\ell}\left(E_{N}\right)<p^{1-\varepsilon} .
$$

We remark that these results were proved only in the prime moduli case in [39], but they can be generalized to the composite moduli case at the price that the computations will be more complicated and (probably) the estimates for the pseudorandom measures will be slightly weaker. (We also note that while for public key cryptography composite moduli are used, in the case of pseudorandom generation usually we have better estimates in the prime moduli case.)

In [14] Cassaigne, Mauduit and Sárközy proved that for the majority of the sequences $E_{N} \in\{-1,+1\}^{N}$ the measures $W\left(E_{N}\right)$ and $C_{\ell}\left(E_{N}\right)$ are around $N^{1 / 2}$ (up to some logarithmic factors). Later Alon, Kohayakawa, Mauduit, Moreira and Rödl [4] improved on these bounds:

Theorem 1.A (Alon, Kohayakawa, Mauduit, Moreira, Rödl) Suppose that we choose each $E_{N} \in\{-1,+1\}^{N}$ with probability $\frac{1}{2^{N}}$. For all $\varepsilon>0$ there exist $N_{0}=N_{0}(\varepsilon)$ and $\delta=\delta(\varepsilon)>0$ such that for $N>N_{0}$ we have

$$
P\left(\delta \sqrt{N}<W\left(E_{N}\right)<\frac{1}{\delta} \sqrt{N}\right)>1-\varepsilon .
$$

Theorem 1.B (Alon, Kohayakawa, Mauduit, Moreira, Rödl) Suppose that we choose each $E_{N} \in\{-1,+1\}^{N}$ with probability $\frac{1}{2^{N}}$. Then for all $0<\varepsilon<1 / 16$ there is a constant $N_{0}=N_{0}(\varepsilon)$ such that for $N>N_{0}$ we have

$$
P\left(\frac{2}{5} \sqrt{N \log \binom{N}{\ell}}<C_{\ell}\left(E_{N}\right)<\frac{7}{4} \sqrt{N \log \binom{N}{\ell}}\right)>1-\varepsilon .
$$

We remark that while it is important that for a binary sequence with strong pseudorandom properties these measures should be "small", lower bounds are not required based on the following observations.

Write

$$
m(N)=\min _{E_{N} \in\{-1,+1\}^{N}} W\left(E_{N}\right), \quad M_{\ell}(N)=\min _{E_{N} \in\{-1,+1\}^{N}} C_{\ell}\left(E_{N}\right) .
$$

The estimate of $m(N)$ is a classical problem. In 1964 Roth [96] proved that $m(N) \gg N^{1 / 4}$. Upper bounds for $m(N)$ were given by Sárközy [21] and Beck [6]. Finally Matoušek and Spencer [74] showed that $m(N) \ll N^{1 / 4}$.

The value of $M_{\ell}(N)$ depends on the value of the order $\ell$. Cassaigne, Mauduit and Sárközy [14] proved that $M_{\ell}\left(E_{N}\right) \ll(\ell N \log N)^{1 / 2}$. The results of [4] improved the implied constant factor (see Theorem 1.B). On the other hand, first Cassaigne, Mauduit and Sárközy [14] proved that $M_{\ell}(N) \gg \log (N / \ell)$ for even $\ell$. This was improved considerably by Alon, Kohayakawa, Mauduit, Moreira and Rödl in [3] and [69], where the best lower bound is the following:

Theorem 1.C (Alon, Kohayakawa, Mauduit, Moreira, Rödl) If $\ell$ is even then

$$
M_{\ell}(N) \geq \sqrt{\frac{1}{2}\left[\frac{N}{\ell+1}\right]}
$$

The proof of the theorem used deep linear algebraic tools. Later Anantharam [5] simplified the proof, but he obtained a slightly (by a constant factor) weaker result.

Cassaigne, Mauduit and Sárközy [14] noticed that the minimum values of correlation of odd order can be very small. Namely, for the sequence $E_{N}=(-1,+1,-1,+1, \ldots) \in\{-1,+1\}^{N}$ we have $C_{\ell}\left(E_{N}\right)=1$ for odd $\ell$, since

$$
e_{n+1+d_{1}} \cdots e_{n+1+d_{\ell}}=\left(-e_{n+d_{1}}\right) \cdots\left(-e_{n+d_{\ell}}\right)=(-1)^{\ell} e_{n+d_{1}} \cdots e_{n+d_{\ell}} .
$$

Thus

$$
\left|\sum_{n=1}^{M} e_{n+d_{1}} \cdots e_{n+d_{\ell}}\right|=|1-1+1-1+\ldots|= \begin{cases}1 & \text { if } M \text { is odd } \\ 0 & \text { if } M \text { is even } .\end{cases}
$$

So $C_{\ell}\left(E_{N}\right)=1$ and thus $M_{\ell}(N)=1$ for odd $\ell$. Cassaigne, Mauduit and Sárközy [14] also observed that although for the sequence $E_{N}=$ $(-1,+1,-1,+1, \ldots), C_{3}\left(E_{N}\right)$ is 1 , the correlation measure of order 2 is large: $C_{2}\left(E_{N}\right)=\left\lceil\frac{N}{2}\right\rceil$. By solving problems of Cassaigne, Mauduit and Sárközy [14] and Mauduit [75], in [36] I proved that

$$
\begin{equation*}
C_{2}\left(E_{N}\right) C_{3}\left(E_{N}\right) \gg N^{2 / 3} \tag{1.1}
\end{equation*}
$$

always holds. More generally, in [36] I proved an inequality involving correlation measures $C_{2 k+1}$ and $C_{2 \ell}$ where $2 k+1>2 \ell$. Later Anantharam [5] sharpened (1.1). By extending the previous results, in [49] with Mauduit we were be able to compare correlation measures of $C_{2 k+1}$ and $C_{2 \ell}$ (without the assumption $2 k+1>2 \ell$ ). Our main result was the following:

Theorem 1.3 (Gyarmati, Mauduit) There is a constant $c_{k, \ell}$ depending only on $k$ and $\ell$ such that if

$$
C_{2 k+1}\left(E_{N}\right)<c_{k, \ell} N^{1 / 2}
$$

then

$$
C_{2 k+1}\left(E_{N}\right)^{2 \ell} C_{2 \ell}\left(E_{N}\right)^{2 k+1} \gg N^{2 k+1}
$$

where the implied constant factor depends only on $k$ and $\ell$.
This theorem has the following consequences:
Corollary 1.1 (Gyarmati, Mauduit) If $C_{2 k+1}\left(E_{N}\right)=O(1)$, then $C_{2 \ell}\left(E_{N}\right) \gg N$, where the implied constant factor depends on $k$ and $\ell$.

## Corollary 1.2 (Gyarmati, Mauduit)

$$
C_{2 k+1}\left(E_{N}\right) C_{2 \ell}\left(E_{N}\right) \gg N^{c(k, \ell)}
$$

where the implied constant factor depends only on $k$ and $\ell$ and where

$$
c(k, \ell)= \begin{cases}1 & \text { if } k \geq \ell, \\ \frac{1}{2}+\frac{2 k+1}{4 \ell} & \text { if } k<\ell\end{cases}
$$

In Section 3 I will prove Theorem 1.3 and its consequences.
First Goubin, Mauduit and Sárközy [31] succeeded in constructing large families of pseudorandom binary sequences. They also studied the pseudorandom properties of the generated sequences. Their construction was the following:

Construction 1.1 (Goubin, Mauduit, Sárközy) Suppose that $p$ is a prime number, and $f(x) \in \mathbb{F}_{p}[x]$ is a polynomial with degree $k>0$ and no multiple zero in $\overline{\mathbb{F}}_{p}$. Define the binary sequence $E_{p}=\left(e_{1}, \ldots, e_{p}\right)$ by

$$
e_{n}= \begin{cases}\left(\frac{f(n)}{p}\right) & \text { for }(f(n), p)=1  \tag{1.2}\\ +1 & \text { for } p \mid f(n)\end{cases}
$$

Indeed, first Hoffstein and Lieman [64] proposed the use of polynomials $f(n)$ in (1.2) such that they are squarefree and neither even, nor odd, but they did not prove anything on the pseudorandom properties of the corresponding sequence $E_{p}=\left(e_{1}, \ldots, e_{p}\right)$.

Ahlswede, Khachatrian, Mauduit and Sárközy [1] introduced the notion of family-complexity of families of binary sequences (in order to characterize the cryptographic applicability of the family). They proposed to use the following measure to study whether a family has "rich", "complex" structure or not:

## Definition 1.5 (Ahlswede, Khachatrian, Mauduit, Sárközy)

The family complexity $C(\mathcal{F})$ of a family $\mathcal{F}$ of binary sequences $E_{N} \in\{-1,+1\}^{N}$ is defined as the greatest integer $j$ so that for any $1 \leq i_{1}<i_{2}<\cdots<i_{j} \leq N$, and for $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{j} \in\{-1,+1\}^{j}$, we have at least one $E_{N}=\left(e_{1}, \ldots, e_{N}\right) \in \mathcal{F}$ for which

$$
e_{i_{1}}=\varepsilon_{1}, \quad e_{i_{2}}=\varepsilon_{2}, \ldots, e_{i_{j}}=\varepsilon_{j} .
$$

In [1] in Section 3 it is proved that
Proposition 1.1 (Ahlswede, Khachatrian, Mauduit, Sárközy)

$$
C(\mathcal{F}) \leq \frac{\log |\mathcal{F}|}{\log 2}
$$

Ahlswede, Khachatrian, Mauduit and Sárközy [1] proved the following:
Theorem 1.D (Ahlswede, Khachatrian, Mauduit, Sárközy) Let p be a prime. Consider all the polynomials $f(x)$ such that

$$
0<\operatorname{deg} f(x) \leq K
$$

(where $\operatorname{deg} f(x)$ denotes the degree of $f(x))$ and $f(x)$ has no multiple zero in $\overline{\mathbb{F}}_{p}$. For each of these polynomials $f(x)$, consider the binary sequence $E_{p}=E_{p}(f)=\left(e_{1}, e_{2}, \ldots, e_{p}\right) \in\{-1,+1\}^{p}$ defined by (1.2), and let $\mathcal{F}_{1}$ denote the family of all the binary sequences obtained in this way. Then

$$
\begin{equation*}
C\left(\mathcal{F}_{1}\right) \geq K \tag{1.3}
\end{equation*}
$$

By Proposition 1.1 it is clear that

$$
\begin{equation*}
\left|C\left(\mathcal{F}_{1}\right)\right| \leq \frac{\log \left|\mathcal{F}_{1}\right|}{\log 2} \leq \frac{K+1}{\log 2} \log p \tag{1.4}
\end{equation*}
$$

In [41] I improved on (1.3) and proved the following:

## Theorem 1.4

$$
C\left(\mathcal{F}_{1}\right) \gg K \log p .
$$

By (1.4) this lower bound is sharp apart from the constant factor.
In this dissertation I will study the family complexity in Section 4 and I will prove Theorem 1.4 there.

For a truly random binary sequence the well-distribution measure and the correlation measures are small $\left(\ll N^{1 / 2}(\log N)^{c}\right.$ for a sequence of length $N)$. Several constructions have been given for which these measures are small $\left(\ll N^{1 / 2}(\log N)^{c}\right)$, thus the sequence $E_{N}$ has strong pseudorandom properties. But in certain applications, e.g. in cryptography, it is not enough to know that the sequence has strong pseudorandom properties, it is also important that the subsequences $E_{M}$ (where $E_{M}$ is of the form $\left.\left(e_{x}, e_{x+1}, \ldots, e_{x+M-1}\right)\right)$ also have strong pseudorandom properties for values $M$ possibly small in terms of $N$. In Section 5 I will deal with this problem in case of values $M \gg N^{1 / 4+\varepsilon}$. Clearly, almost all sequences of length $N$ consist a subsequence $(1,1, \ldots, 1)$ containing $c \log N$ of 1 's, thus then for the correlation of subsequences of length $M=O(\log N)$ we cannot expect any non-trivial bound. It is an interesting open question for which sequences $E_{N} \in\{-1,+1\}^{N}$ with strong pseudorandom properties and for which values of $M$ one can estimate $\max _{E_{M}=\left(e_{x}, e_{x+1}, \ldots, e_{x+M-1}\right) \subset E_{N}} C_{\ell}\left(E_{M}\right)$ by a non-trivial upper bound. Note that this problem is related to the estimate of the least quadratic nonresidue $\vartheta_{p}$ modulo $p$. Burgess [12] proved that $\vartheta_{p}<p^{\frac{1}{4 \sqrt{e}}+\varepsilon}$, and it is conjectured that $\vartheta_{p}$ is $O(\log p \log \log p)$. The difficulty of Burgess's proof and the gap between the conjecture and Burgess's result are pointing in that direction that probably one cannot prove a non-trivial bound for $\max _{E_{M}=\left(e_{x}, e_{x+1}, \ldots, e_{x+M-1}\right) \subset E_{N}} C_{\ell}\left(E_{M}\right)$ when $M \ll N^{c}$ if $c$ is a constant small enough.

This problem has important applications, for example, it may occur that, say, we want to encrypt a message of estimated length slightly less than $N$, thus we use an $N$ bit sequence possessing strong pseudorandom properties. However, it may turn out that the text to be encrypted is of length less than, say, $\sqrt{N}$. In this case we use only a short part (of length $\sqrt{N}$ ) of the sequence, so we will need control over the pseudorandom properties of the short subsequences. In Section 5, I will construct a sequence for which the following holds:
Theorem 1.5 There exists a sequence $E_{N} \in\{-1,+1\}^{N}$ for which we have

$$
C_{\ell}\left(E_{M}\right) \ll \ell^{2}\left\lceil\frac{M}{N^{1 / 2}}\right\rceil N^{1 / 4} \log N
$$

for every $M \leq N$ and $E_{M} \subseteq E_{N}$ (where $E_{M}$ is of the form $\left.\left(e_{x}, e_{x+1}, \ldots, e_{x+M-1}\right)\right)$. Moreover

$$
C_{\ell}\left(E_{N}\right) \ll \ell^{2} N^{1 / 2}(\log N)^{2}
$$

and

$$
W\left(E_{N}\right) \ll N^{3 / 4} \log N
$$

holds.

This result was published in [45], here I will deal with these problems and prove Theorem 1.5 in Section 5. In order to prove this result we will need the multidimensional theory of pseudorandomness, and in Sections 6, 7 and 8 we will also need this theory.

The multidimensional theory of pseudorandomness was developed by Hubert, Mauduit and Sárközy [65]. They introduced the following definitions:

Denote by $I_{N}^{n}$ the set of $n$-dimensional vectors whose coordinates are integers between 0 and $N-1$ :

$$
I_{N}^{n}=\left\{\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right): x_{i} \in\{0,1, \ldots, N-1\}\right\} .
$$

This set is called an $n$-dimensional $N$-lattice or briefly an $N$-lattice. In [61] this definition was extended to more general lattices in the following way: Let $\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \ldots, \mathbf{u}_{\mathbf{n}}$ be $n$ linearly independent vectors, where the $i$-th coordinate of $\mathbf{u}_{\mathbf{i}}$ is a positive integer and the other coordinates of $\mathbf{u}_{\mathbf{i}}$ are 0 , so that, writing $z_{i}=\left|\mathbf{u}_{\mathbf{i}}\right|, \mathbf{u}_{\mathbf{i}}$ is of the form $\left(0, \ldots, 0, z_{i}, 0, \ldots, 0\right)$. Let $t_{1}, t_{2}, \ldots, t_{n}$ be integers with $0 \leq t_{1}, t_{2}, \ldots, t_{n}<N$. Then we call the set

$$
B_{N}^{n}=\left\{\mathbf{x}=x_{1} \mathbf{u}_{1}+\cdots+x_{n} \mathbf{u}_{\mathbf{n}}: 0 \leq x_{i}\left|u_{i}\right| \leq t_{i}(<N) \text { for } i=1, \ldots, n\right\}
$$

$n$-dimensional box $N$-lattice or briefly a box $N$-lattice.
In [65] the definition of binary sequences was extended to more dimensions by considering functions of type

$$
\begin{equation*}
e_{\mathbf{x}}=\eta(\mathbf{x}): I_{N}^{n} \rightarrow\{-1,+1\} \tag{1.5}
\end{equation*}
$$

If $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ so that $\eta(\mathbf{x})=\eta\left(\left(x_{1}, \ldots, x_{n}\right)\right)$ then we will slightly simplify the notation by writing $\eta(\mathbf{x})=\eta\left(x_{1}, \ldots, x_{n}\right)$.

Such a function can be visualized as the lattice points of the $N$-lattice replaced by the two symbols + and - , thus they are called binary $N$-lattices. Binary 2 or 3 dimensional pseudorandom lattices can be used in encryption of digital images and in medical diagnostics.

Hubert, Mauduit and Sárközy [65] introduced the following measure of pseudorandomness of binary lattices (here we will present the definition in the same slightly modified but equivalent form as in [61]):

Definition 1.6 (Hubert, Mauduit, Sárközy) Let

$$
\eta: I_{N}^{n} \rightarrow\{-1,+1\} .
$$

be a binary lattice. Define the pseudorandom measure of order $\ell$ of $\eta$ by

$$
\begin{equation*}
Q_{\ell}(\eta)=\max _{B, \mathbf{d}_{1}, \ldots, \mathbf{d}_{\ell}}\left|\sum_{\mathbf{x} \in B} \eta\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \ldots \eta\left(\mathbf{x}+\mathbf{d}_{\ell}\right)\right|, \tag{1.6}
\end{equation*}
$$

where the maximum is taken over all distinct $\mathbf{d}_{\mathbf{1}}, \ldots, \mathbf{d}_{\ell} \in I_{N}^{n}$ and all box $N$-lattices $B$ such that $B+\mathbf{d}_{\mathbf{1}}, \ldots, B+\mathbf{d}_{\ell} \subseteq I_{N}^{n}$.

Then $\eta$ is said to have strong pseudorandom properties, or briefly, it is considered a "good" pseudorandom lattice if for fixed $n$ and $\ell$ and "large" $N$ the measure $Q_{\ell}(\eta)$ is "small" (much smaller, then the trivial upper bound $N^{n}$ ). This terminology is justified by the fact that, as was proved in [65], for a truly random binary lattice defined on $I_{N}^{n}$ and for fixed $\ell$ the measure $Q_{\ell}(\eta)$ is "small"; in particular, it is less than $N^{n / 2}$ multiplied by a logarithmic factor.

In their first paper [65] on the multidimensional theory of pseudorandomness Hubert, Mauduit and Sárközy gave constructions for binary lattices with strong pseudorandom properties. They gave nearly optimal upper bounds for the pseudorandom measures of the lattices constructed. However, these early constructions also have disadvantages: they are rather artificial, and their implementation is complicated. Thus in [61] and [62] with my coauthors A. Sárközy and C. L. Stewart we defined a new construction which is based on the use of the Legendre symbol. This construction is much more natural and flexible than the earlier ones, and it can be implemented more easily. In Sections 6 and 7 I will present results from [61] and [62]. We will study the properties of the following:

Construction 1.2 (Gyarmati, Sárközy, Stewart) Let $p$ be an odd prime, $f\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ be a polynomial in two variables. Define $\eta: I_{p}^{2} \rightarrow\{-1,+1\}$ by

$$
\eta\left(x_{1}, x_{2}\right)= \begin{cases}\left(\frac{f\left(x_{1}, x_{2}\right)}{p}\right) & \text { if }\left(f\left(x_{1}, x_{2}\right), p\right)=1  \tag{1.7}\\ +1 & \text { if } p \mid f\left(x_{1}, x_{2}\right)\end{cases}
$$

In Section 6.1 negative examples are presented: we will show that for certain polynomials $f\left(x_{1}, x_{2}\right)$ the associated binary lattice $\eta\left(x_{1}, x_{2}\right)$ has weak pseudorandom properties. It turns out that depending on the form of the polynomial we have to distinguish two different cases. More precisely, we say the following:

Definition 1.7 (Gyarmati, Sárközy, Stewart) The polynomial $f\left(x_{1}, x_{2}\right)$ is called degenerate if it is of the form

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=\left(\prod_{j=1}^{r} f_{j}\left(\alpha_{j} x_{1}+\beta_{j} x_{2}\right)\right) g\left(x_{1}, x_{2}\right)^{2} \tag{1.8}
\end{equation*}
$$

where $\alpha_{j}, \beta_{j} \in \mathbb{F}_{p}, f_{j}(x) \in \mathbb{F}_{p}[x]$ for $j=1, \ldots, r$, and $g\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$.
A polynomial $f \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ which can be expressed in the form (1.8) is said to be degenerate and otherwise it is said to be non-degenerate.

In Section 6 we analyze the non-degenerate case, while in Section 7 the degenerate case. These sections are based on the papers [61] and [62]. Next I present the main results from these two sections:

Theorem 1.6 (Gyarmati, Sárközy, Stewart) Let $f\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ be a polynomial of degree $k$. Suppose that $f\left(x_{1}, x_{2}\right)$ cannot be expressed in the form (1.8) and one of the following 5 conditions holds:
a) $f\left(x_{1}, x_{2}\right)$ is irreducible in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$,
b) $\ell=2$,
c) 2 is a primitive root modulo $p$,
d) $4^{k+\ell}<p$,
e) $\ell$ and the degree of the polynomial $f\left(x_{1}, x_{2}\right)$ in $x_{1}$ (or in $x_{2}$ ) are odd.

Then for the binary $p$-lattice $\eta$ defined in (1.7) we have

$$
\begin{equation*}
Q_{\ell}(\eta)<11 k \ell p^{3 / 2} \log p \tag{1.9}
\end{equation*}
$$

In the case of degenerate polynomial we will define the rank of the polynomial as the smallest positive integer $r$ for which $f\left(x_{1}, x_{2}\right)$ can be written in the form (1.8).

Theorem 1.7 (Gyarmati, Sárközy, Stewart) Let $f\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ be a non-constant degenerate polynomial of rank $r$ with degree $k$. Suppose that $\ell$, the order of the pseudorandom measure is not greater than the rank $r$ of $f\left(x_{1}, x_{2}\right)$, and one of the following 5 conditions holds:
a) $f\left(x_{1}, x_{2}\right)$ is irreducible in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$,
b) $\ell=2$,
c) 2 is a primitive root modulo $p$,
d) $(4 k)^{\ell}<p$ or $(4 \ell)^{k}<p$,
e) $\ell$ and the degree of the polynomial $f\left(x_{1}, x_{2}\right)$ in $x_{1}$ (or in $x_{2}$ ) are odd.

Then for the binary lattice $\eta$ defined in (1.7) we have

$$
\begin{equation*}
Q_{\ell}(\eta)<11 k \ell p^{3 / 2} \log p \tag{1.10}
\end{equation*}
$$

In Section 7.3 I also show that in case of degenerate polynomials, there is a pseudorandom measure of large order which is large:

Theorem 1.8 (Gyarmati, Sárközy, Stewart) Let $f \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ be a degenerate polynomial with rank $r$ and degree $m$ and $n$ in $x_{1}$ and $x_{2}$, respectively. Then there exists a positive integer $\ell$ with $\ell \leq 2^{r}$ for which

$$
Q_{\ell}(\eta) \geq p^{2}-4 r p^{3 / 2}-2 \ell(m+n) p
$$

Our upper bounds (1.9) and (1.10) are not optimal since they are significantly larger than the optimal $p(\log p)^{c}$. In Section 7.5 we will show that for a certain (rather special) family of polynomials the finite field construction presented in [79] is equivalent to a Legendre symbol construction of type (1.7). Thus in this case we obtain a family of binary lattices which combines the advantages of the two constructions: as in [79] we have optimal bounds, and as a Legendre symbol construction it can be implemented fast and easily.

Some authors gave further constructions of binary sequences and lattices with strong pseudorandom properties (see my survey paper [46]). The constructions based on elliptic curves are especially important, see e.g. the papers of Mérai [82], [83], [84], [85], Chen [16], Chen, Li and Xiao [17] and Liu, Zhan and Wang [72].

In Sections 2, 3, 4, 5, 6 I present results from my papers [39], [49], [41], [45], [61], [62] (three of them is written jointly with my coauthors).

In Section 8 I present a short summary of 18 papers which I have been written on the theory of pseudorandomness since my PhD.

## 2 Pseudorandom sequences constructed by the power generator

One of the most studied pseudorandom generator is Blum-Blum-Shub, called this way after the name of its creators: Leonore Blum, Manuel Blum and Michael Shub [8]. The unpredictability of this generator has been proved assuming the difficulty of integer factorization. In this section I prove quantitative results by estimating the pseudorandom properties of the generated sequences.

Leonore Blum, Manuel Blum and Michael Shub [8] defined the power generator by the following:

Let $k \geq 2, m \geq 1$ and $\vartheta$ be integers such that $(\vartheta, m)=1$. Define the sequence $\left\{u_{n}\right\}$ by the recurrence relation

$$
\begin{equation*}
u_{n} \equiv u_{n-1}^{k} \quad(\bmod m), \quad 0 \leq u_{n} \leq m-1, \quad n=1,2, \ldots \tag{2.1}
\end{equation*}
$$

with the initial value $u_{0}=\vartheta$.
The power generator has many applications in cryptography, see [8], [19], [70], [101]. In the two special cases $(k, \varphi(m))=1$ (where $\varphi(m)$ is the Euler function) and $k=2$ this sequence is known as the RSA generator and as the Blum-Blum-Shub generator, respectively.

Although various properties of the power generator have been studied in a number of papers, see [8], [11], [18], [19], [23], [32], [63], [70], [81], [101], few unconditional results are known: Clearly, the sequence (2.1) becomes periodic, possible values of the period are studied in [27]. Cusick [18] proved that the rightmost bit of the Blum-Blum-Shub generator assumes values 0 and 1 almost equally often, provided that the period is large enough. Friedlander, Lieman and Shparlinski [26], proved that if the period of the RSA generator is large enough, then the elements of the sequence is uniformly distributed modulo $m$ and a positive proportion of the rightmost and leftmost bits is uniformly distributed. Lower bounds on the linear complexity of the power generator have been given in [32], [100]. The results of this section will be also unconditional.

Notation 2.1 Let $p$ be a prime, $\vartheta \in \mathbb{F}_{p}^{*}$ be an element. Define the sequence $u_{n}$ by (2.1) with a prime modulus $p$ in place of $m$ (then the value of $u_{n}$ is fixed in the interval $[0, p-1]$ ). Clearly the multiplicative order of $u_{n} \equiv \vartheta^{k^{n}}$ $(\bmod p)$ is non-increasing as $n \rightarrow \infty$. Let $n_{0}$ denote the smallest positive integer such that for $n \geq n_{0}$ the multiplicative order of

$$
u_{n} \equiv \vartheta^{k^{n}} \quad(\bmod p)
$$

is the same number: t. Then

$$
\begin{equation*}
(k, t)=1 . \tag{2.2}
\end{equation*}
$$

Denote by $T$ the multiplicative order of $k$ modulo $t$.
Throughout the section we will use these notations: $p, \vartheta, t, k, T, n_{0}$ and the sequence $\left\{u_{n}\right\}$ will be as it described here. Clearly the sequence

$$
u_{n_{0}}, u_{n_{0}+1}, u_{n_{0}+2}, \ldots
$$

is purely periodic with the period $T$.
We convert the sequence $\left\{u_{n}\right\}$ to a binary sequence by the parity of its last bit:

Construction 2.1 (Blum, Blum, Shub) Define the sequence $E_{N}=$ $\left(e_{1}, \ldots, e_{N}\right)$ by

$$
e_{n}= \begin{cases}+1 & \text { if } u_{n} \text { is even }  \tag{2.3}\\ -1 & \text { if } u_{n} \text { is odd }\end{cases}
$$

In this section we will study the pseudorandom properties of the sequence $E_{N}$. First we will give upper bounds for the well-distribution measure and the normality measure of order $\ell$. In Theorems 2.1 and 2.2 the length of the sequence is $T$ (defined in Notation 2.1), which is the period of the power generator.

## Theorem 2.1

$$
W\left(E_{T}\right) \ll p^{7 / 8}(\log p)^{2}
$$

For the normality measure we have
Theorem 2.2 For all $\varepsilon>1 / 4$ we have

$$
N_{\ell}\left(E_{T}\right) \ll k^{\varepsilon(\ell-1)} p^{7 / 8}(\log p)^{\ell+1}
$$

where the implied constant depends only on $\varepsilon$.
The proof of Theorems 2.1 and 2.2 will be based on extensions of theorems of Friedlander, Hansen and Shparlinski in [25] and [28].

Until very recently only the short-range correlation ( $\sum_{n} e_{n+d_{1}} e_{n+d_{2}} \ldots e_{n+d_{\ell}}$ for small $d_{i}$ 's) could be handled. By using Bourgain [9] new result, we will be able to handle the long-range correlation as well, which was out of reach until now. Thus here all the three pseudorandom
measures of the power generator are studied, and this unconditionally proves that the pseudorandom generator has strong pseudorandom properties.

We will estimate the correlation measure $E_{N}$ defined by (2.3) for some $N<T$, so the length of the sequence will be smaller than the period of the power generator following from certain technical conditions in Bourgain [9] theorem. The exact value of the length $N$ is defined in Theorem 2.3.

Theorem 2.3 Suppose that $\ell^{2}<p$. Denote by $N=N(\vartheta, k, \delta)$ the largest positive integer such that for all $1 \leq i<j \leq 2 N$ we have

$$
\begin{equation*}
\left(k^{j}-k^{i}, t\right) \leq t p^{-\delta} . \tag{2.4}
\end{equation*}
$$

Then there exists a constant $\varepsilon(\ell, \delta)=\varepsilon>0$ depending on $\ell$ and $\delta$ such that for the sequence $E_{N}$ of length $N$ defined by (2.3) we have

$$
\begin{equation*}
C_{\ell}\left(E_{N}\right) \leq p^{1-\varepsilon} . \tag{2.5}
\end{equation*}
$$

The proof will be based on a recent result of Bourgain [9]. The upper bound (2.5) for the correlation measure is non-trivial if $N$, the length of the sequence (defined by (2.4)) is large. The following corollary studies a simple case when $N$ is indeed large.

Corollary 2.1 Let $p-1=2 q$, where $p$ and $q$ are odd primes, $\vartheta$ be primitive root modulo $p$, and $k$ be primitive root modulo $q$. Then for the sequence $E_{(p-3) / 4}$ of length $(p-3) / 4$ defined by (2.3) we have

$$
C_{\ell}\left(E_{(p-3) / 4}\right) \leq p^{1-\varepsilon},
$$

where the constant $\varepsilon>0$ depends only on $\ell$.
We remark that (2.3) is not the only way to define a binary sequence $\left\{e_{n}\right\}$ from the sequence $\left\{u_{n}\right\}$. For example, Theorems 2.1, 2.2, 2.3 also hold for the sequence $E_{N}=\left(e_{1}, \ldots, e_{N}\right)$ defined by

$$
e_{n}= \begin{cases}+1 & \text { if } 0 \leq u_{n}<p / 2 \\ -1 & \text { if } p / 2 \leq u_{n}<p\end{cases}
$$

In Section 2.1 we will estimate certain related exponential sums and the proofs of Theorems 2.1, 2.2 and 2.3 will be completed in Section 2.2.

In this section we study the prime modulus case, i.e., $u_{n} \equiv u_{n-1}^{k}(\bmod p)$, where $p$ is a prime. These results could be extended to the composite modulus case by using exponential sum estimates from [28]. Here I do not carry out the proof, since the computations would be similar but more complicated.

However, it may happen that the power generator has stronger pseudorandom properties in the prime modulus case than in the composite modulus case. This situation indeed happens for the Jacobi symbol sequence

$$
E_{m}=\left(\left(\frac{f(1)}{m}\right),\left(\frac{f(2)}{m}\right), \ldots,\left(\frac{f(m)}{m}\right)\right), \quad f(x) \in \mathbb{Z}_{m}[x] .
$$

Goubin, Mauduit and Sárközy [31] proved that under certain conditions on the polynomial $f(x)$, this sequence has strong pseudorandom properties if $m$ is a prime: $W\left(E_{m}\right), C_{\ell}\left(E_{m}\right) \ll m^{1 / 2} \log m$. If $m$ is a product of two different odd primes, then Rivat and Sárközy [94] proved that for all polynomial $f(x) \in$ $\mathbb{Z}_{m}[x]$ we have $C_{4}\left(E_{m}\right) \gg m$. The situation is very similar in case of some other constructions, see e.g. the paper of Liu, Zhan and Wang [73].

Throughout the section we write $e_{p}(a)=\exp \left(2 \pi i \frac{a}{p}\right)$.

### 2.1 Exponential sums

J. Friedlander, J. Hansen and I. Shparlinski gave an upper bound for the sum $\sum_{x=1}^{T} e_{p}\left(a \vartheta^{k^{x}}\right)$. Later Friedlander and Shparlinski [28] extended this result to the sum $\sum_{x=1}^{T} e_{p}\left(a_{1} \vartheta^{k^{x}}+a_{2} \vartheta^{k^{x+1}} \cdots+a_{r} \vartheta^{k^{x+r-1}}\right)$. Here we will study the extension this result to general powers and incomplete sums. First we will study the incomplete sum analog of the result in [28].

Lemma 2.1 Let $t, T$ be as in Notation 2.1. Let $\varepsilon_{1}>1 / 4$ and suppose that $t>p^{1 / 2+\delta}$ for a constant $\delta>0$. Let $a_{i} \in \mathbb{F}_{p}, L, M \in \mathbb{N}$ with $L \leq T$. Then

$$
\left|\sum_{x=M+1}^{M+L} e_{p}\left(a_{1} \vartheta^{k^{x}}+a_{2} \vartheta^{k^{x+1}}+\cdots+a_{r} \vartheta^{k^{x+r-1}}\right)\right| \ll k^{\varepsilon_{1}(r-1)} T^{1 / 4} t^{1 / 2} p^{1 / 8} \log p
$$

where the implied constant depends only on $\delta$ and $\varepsilon_{1}$. In the special case $r=1$ we obtain

$$
\left|\sum_{x=M+1}^{M+L} e_{p}\left(a_{1} \vartheta^{k^{x}}\right)\right| \ll T^{1 / 4} t^{1 / 2} p^{1 / 8} \log p,
$$

where the implied constant depends only on $\delta$.
Using J. Bourgain's result [9], we will prove:
Lemma 2.2 For $1 \leq i \leq r$ let $h_{i} \in \mathbb{Z}_{p-1}, \vartheta_{i}=\vartheta^{h_{i}}$ and $a_{i} \in \mathbb{F}_{p}^{*}$ where $\left(h_{1}, \ldots, h_{r}, p-1\right)=1$ also holds. Then the sequence

$$
\left\{a_{1} \vartheta_{1}^{k^{x}}+\cdots+a_{r} \vartheta_{r}^{k^{x}}\right\}
$$

becomes periodic with period $T$ (where $T$ is defined in Notation 2.1). Denote by

$$
N\left(\vartheta_{1}, \ldots, \vartheta_{r}, k, \delta\right)=N
$$

the largest positive integer $N$ such that $N \leq T$, for all $0 \leq i \leq N, 1 \leq j \leq r$

$$
\begin{equation*}
\left(k^{i} h_{j}, t\right) \leq t p^{-\delta}, \tag{2.6}
\end{equation*}
$$

and for all pairs $\left\{i_{1}, j_{1}\right\},\left\{i_{2}, j_{2}\right\}$ with $1 \leq i_{1}, i_{2} \leq N, 1 \leq j_{1} \leq j_{2} \leq r$ we have

$$
\begin{equation*}
\left(k^{i_{1}} h_{j_{1}}-k^{i_{2}} h_{j_{2}}, t\right) \leq t p^{-\delta} \quad \text { or } \quad\left(k^{i_{1}} h_{j_{1}}-k^{i_{2}} h_{j_{2}}, t\right)=t . \tag{2.7}
\end{equation*}
$$

If there is no such $N$ define $N\left(\vartheta_{1}, \ldots, \vartheta_{r}, k, \delta\right)=N$ by 1 .
Let $L, M \in \mathbb{N}$ with $L \leq T$. Then there exists a constant $\varepsilon(r, \delta)=\varepsilon_{2} \geq 0$ depending on only $r$ (the number of $\vartheta_{i}$ 's) and $\delta$ such that:

$$
\left|\sum_{x=M}^{M+L} e_{p}\left(a_{1} \vartheta_{1}^{k^{x}}+\cdots+a_{r} \vartheta_{r}^{k^{x}}\right)\right| \ll(t T)^{1 / 2}\left(p^{-\varepsilon_{2}}+\frac{(r+1)^{r / 2}}{N^{1 / 2}}\right) \log p
$$

Moreover, in the special case $\left(h_{1}, t\right)=1$ we may replace the term $(r+1)^{r / 2}$ by $(r+1)^{1 / 2}$ :

$$
\left|\sum_{x=M}^{M+L} e_{p}\left(a_{1} \vartheta_{1}^{k^{x}}+\cdots+a_{r} \vartheta_{r}^{k^{x}}\right)\right| \ll(t T)^{1 / 2}\left(p^{-\varepsilon_{2}}+\frac{(r+1)^{1 / 2}}{N^{1 / 2}}\right) \log p
$$

where the implied constant factors are absolute.

## Proof of Lemma 2.1 and Lemma 2.2

We will use the following deep theorem of Bourgain [9]:
Lemma 2.3 (Bourgain) Let $p$ be a prime. Given $r \in \mathbb{Z}^{+}$and $\delta>0$, there is an $\varepsilon=\varepsilon(r, \delta)>0$ satisfying the following property: If

$$
f(x)=a_{1} x^{k_{1}}+\cdots+a_{r} x^{k_{r}} \in \mathbb{Z}[x] \text { and }\left(a_{i}, p\right)=1
$$

where the exponents $1 \leq k_{i} \leq p-1$ satisfy

$$
\begin{align*}
\left(k_{i}, p-1\right) & <p^{1-\delta} \text { for all } 1 \leq i \leq r \\
\left(k_{i}-k_{j}, p-1\right) & <p^{1-\delta} \text { for all } 1 \leq i \neq j \leq r \tag{2.8}
\end{align*}
$$

then

$$
\left|\sum_{x=1}^{p-1} e_{p}(f(x))\right|<p^{1-\varepsilon} .
$$

## Proof of Lemma 2.3

See in [9].
In order to prove Lemma 2.1 and Lemma 2.2 first we need estimates for complete sums.

First we give an upper bound for $n_{0}$ defined in Notation 2.1. Let ord $\vartheta$ denote the multiplicative order of $\vartheta$ modulo $p . n_{0}$ is the smallest integer for which ( $k^{n_{0}}$, ord $\vartheta$ ) is maximal. From this

$$
\begin{equation*}
n_{0} \leq \frac{\log \operatorname{ord} \vartheta}{\log 2}<1.45 \log p \tag{2.9}
\end{equation*}
$$

We will deduce the first two statements of Lemma 2.4 from Bourgain's theorem (Lemma 2.3), while the third part will be proved by extending an argument of Friedlander and Shparlinski [28].

Lemma 2.4 Let $\vartheta_{1}, \ldots, \vartheta_{r} \in \mathbb{F}_{p}$ and $N\left(\vartheta_{1}, \ldots, \vartheta_{r}, k, \delta\right)=N$ as in Lemma 2.2, $j \in \mathbb{Z}_{T}$. Then there exists a constant $\varepsilon(r, \delta)=\varepsilon_{2} \geq 0$ depending on only $r$ and $\delta$ such that:

$$
\begin{equation*}
\left|\sum_{x=n_{0}}^{n_{0}-1+T} e_{p}\left(a_{1} \vartheta_{1}^{k^{x}}+\cdots+a_{r} \vartheta_{r}^{k^{x}}\right) e_{T}(j x)\right| \ll(t T)^{1 / 2}\left(p^{-\varepsilon_{2}}+\frac{(r+1)^{r / 2}}{N^{1 / 2}}\right) . \tag{2.10}
\end{equation*}
$$

If $\left(h_{1}, t\right)=1\left(\right.$ where $h_{1}$ is defined by $\left.\vartheta_{1} \equiv \vartheta^{h_{1}}(\bmod p)\right)$, then we may replace the term $(r+1)^{r / 2}$ by $(r+1)^{1 / 2}$ :

$$
\begin{equation*}
\left|\sum_{x=n_{0}}^{n_{0}-1+T} e_{p}\left(a_{1} \vartheta_{1}^{k^{x}}+\cdots+a_{r} \vartheta_{r}^{k^{x}}\right) e_{T}(j x)\right| \ll(t T)^{1 / 2}\left(p^{-\varepsilon_{2}}+\frac{(r+1)^{1 / 2}}{N^{1 / 2}}\right), \tag{2.11}
\end{equation*}
$$

where the implied constants are absolute.
If $\vartheta_{i}=\vartheta^{k^{i}}$ for $1 \leq i \leq r$ then there exists an upper bound, where the exponent of $p$ is given: Suppose that $\varepsilon_{1}>1 / 4$ and $t>p^{1 / 2+\delta}$ for a constant $\delta>0$, then

$$
\begin{equation*}
\left|\sum_{x=n_{0}}^{n_{0}-1+T} e_{p}\left(a_{1} \vartheta^{k^{x}}+a_{2} \vartheta^{k^{x+1}}+\cdots+a_{r} \vartheta^{k^{x+r-1}}\right) e_{T}(j x)\right| \ll k^{\varepsilon_{1}(r-1)} T^{1 / 4} t^{1 / 2} p^{1 / 8} \tag{2.12}
\end{equation*}
$$

where the implied constant depends only on $\varepsilon_{1}$ and $\delta$.

## Proof of Lemma 2.4

The proof is similar to the proof of Theorem 8 in [25] in the special case $\nu=1$, but in order to prove (2.10) and (2.11) we use Bourgain's theorem in place of Weil's theorem.

Let $S=\left|\sum_{x=n_{0}}^{n_{0}-1+T} e_{p}\left(a_{1} \vartheta_{1}^{k^{x}}+\cdots+a_{r} \vartheta_{r}^{k^{x}}\right) e_{T}(j x)\right|$ and $\mathcal{K} \subseteq\left\{k^{1}, \ldots, k^{T}\right\}$. For $y=k^{v} \in \mathcal{K}$ denote $v$ by $\operatorname{ind}_{k} y$. Clearly,

$$
S=\frac{1}{|\mathcal{K}|}\left|\sum_{y \in \mathcal{K}} \sum_{x=n_{0}}^{n_{0}-1+T} e_{p}\left(a_{1} \vartheta_{1}^{y k^{x}}+\cdots+a_{r} \vartheta_{r}^{y k^{x}}\right) e_{T}\left(j\left(x+\operatorname{ind}_{k} y\right)\right)\right| .
$$

By the Cauchy-Schwartz inequality we have

$$
S \leq \frac{T^{1 / 2}}{|\mathcal{K}|}\left(\sum_{x=n_{0}}^{n_{0}-1+T}\left|\sum_{y \in \mathcal{K}} e_{p}\left(a_{1} \vartheta_{1}^{y k^{x}}+\cdots+a_{r} \vartheta_{r}^{y k^{x}}\right) e_{T}\left(j \operatorname{ind}_{k} y\right)\right|^{2}\right)^{1 / 2}
$$

We recall that $\vartheta_{i} \equiv \vartheta^{h_{i}}(\bmod p)$, where $\left(h_{1}, \ldots, h_{r}, p-1\right)=1$. Let $d=$ $(p-1) / t$. Since the order of $\vartheta^{k^{x}}$ is $t$ for $n_{0} \leq x$, for each of these powers $\vartheta^{k^{x}}$, there exist precisely $d$ values of $z \in \mathbb{F}_{p}^{*}$ such that $\vartheta^{k^{x}} \equiv z^{d}(\bmod p)$. Thus

$$
\begin{aligned}
S & \leq \frac{T^{1 / 2}}{|\mathcal{K}| d^{1 / 2}}\left(\sum_{z=1}^{p-1}\left|\sum_{y \in \mathcal{K}} e_{p}\left(a_{1} z^{y h_{1} d}+\cdots+a_{r} z^{y h_{r} d}\right) e_{T}\left(j \operatorname{ind}_{k} y\right)\right|^{2}\right)^{1 / 2} \\
& \leq \frac{T^{1 / 2}}{|\mathcal{K}| d^{1 / 2}}\left(\sum_{y \in \mathcal{K}} \sum_{x \in \mathcal{K}} \mid \sum_{z=1}^{p-1} e_{p}\left(a_{1} z^{y h_{1} d}+\cdots+a_{r} z^{y h_{r} d}-\right.\right. \\
& \left.\left.-a_{1} z^{x h_{1} d}-\cdots-a_{r} z^{x h_{r} d}\right) \mid\right)^{1 / 2} .
\end{aligned}
$$

For given $y, x \in \mathcal{K}$ define the polynomial $g_{y, x}(z) \in \mathbb{F}_{p}[z]$ by

$$
g_{y, x}(z) \stackrel{\text { def }}{=} a_{1} z^{y h_{1} d}+\cdots+a_{r} z^{y h_{r} d}-a_{1} z^{x h_{1} d}-\cdots-a_{r} z^{x h_{r} d}
$$

Denote by $g_{y, x}(z) \equiv c$ that the polynomial $g_{y, x}(z) \in \mathbb{F}_{p}[z]$ is identically constant. Then

$$
S \leq \frac{T^{1 / 2}}{|\mathcal{K}| d^{1 / 2}}\left(\sum_{x \in \mathcal{K}} \sum_{y \in \mathcal{K}}\left|\sum_{z=1}^{p-1} e_{p}\left(g_{y, x}(z)\right)\right|\right)^{1 / 2}
$$

$$
\begin{equation*}
S \leq \frac{T^{1 / 2}}{|\mathcal{K}| d^{1 / 2}}\left(\sum_{\substack{x, y \in \mathcal{K} \\ g_{y, x}(z) \neq c}}\left|\sum_{z=1}^{p-1} e_{p}\left(g_{y, x}(z)\right)\right|+\sum_{\substack{x, y \in \mathcal{K} \\ g_{y, x}(z) \equiv c}} p\right)^{1 / 2} . \tag{2.13}
\end{equation*}
$$

Next we estimate the number of the pairs $y, x \in \mathcal{K}$ with $g_{y, x}(z) \equiv c$. Clearly, then apart from the multiplicity, the set $\left\{y h_{1} d, \ldots, y h_{r} d\right\} \backslash\{0\}$, contains the same residue classes modulo $p-1$ as the set $\left\{x h_{1} d, \ldots, x h_{r} d\right\} \backslash$ $\{0\}$. So the set $\left\{y h_{1}, \ldots, y h_{r}\right\} \backslash\{0\}$ contains the same residue classes modulo $t$ as the set $\left\{x h_{1}, \ldots, x h_{r}\right\} \backslash\{0\}$. We will use the following lemma.

Lemma 2.5 For given $x \in \mathcal{K}$ at most $(r+1)^{r}$ pieces of $y \in \mathcal{K}$ exist such that the sets $\left\{x h_{1}, \ldots, x h_{r}\right\} \backslash\{0\},\left\{y h_{1}, \ldots, y h_{r}\right\} \backslash\{0\}$ contain the same residue classes modulo $t$ apart from the multiplicity. If $\left(h_{1}, t\right)=1$ then at most $r+1$ pieces of $y \in \mathcal{K}$ exist with this property.

Proof of Lemma 2.5 Define $h_{r+1}$ by 0 . Then for every $1 \leq i \leq r$ there exists a $1 \leq j(i) \leq r+1$ such that

$$
\begin{equation*}
y h_{i} \equiv x h_{j(i)} \quad(\bmod t) . \tag{2.14}
\end{equation*}
$$

This congruence determines $y$ uniquely modulo $\frac{t}{\left(t, h_{i}\right)}$. As $i$ runs through the numbers $1,2, \ldots, r$, by the Chinese Remainder Theorem we get that $y$ is uniquely determined modulo $\frac{t}{\left(t, h_{1}, \ldots, h_{r}\right)}=t$ (since $\left(h_{1}, \ldots, h_{r}, p-1\right)=1$ ). In the special case $\left(h_{1}, t\right)=1$ the first congruence $y h_{1} \equiv x h_{j(1)}(\bmod t)$ determines $y$ uniquely. The elements of $\mathcal{K}$ are distinct modulo $t$, thus if the congruences in (2.14) are given, then at most one $y \in \mathcal{K}$ exists with the desired property. Since each $j(i)$ may take $r+1$ different values, from this follows the lemma.

We return to the proof of Lemma 2.4. Define the constant $c(r)$ by

$$
c(r)= \begin{cases}r+1 & \text { if }\left(h_{1}, t\right)=1  \tag{2.15}\\ (r+1)^{r} & \text { otherwise }\end{cases}
$$

By Lemma 2.5, for fixed $x \in \mathcal{K}$ at most $c(r)$ pieces of $y$ exist with $g_{y, x}(z) \equiv c$. $x \in \mathcal{K}$ may take $|\mathcal{K}|$ different values, thus at most $c(r)|\mathcal{K}|$ pairs $(y, x)$ exists such that $g_{y, x}(z) \equiv c$. By this and (2.13) we get

$$
S \leq \frac{T^{1 / 2}}{|\mathcal{K}| d^{1 / 2}}\left(\sum_{\substack{x, y \in \mathcal{K} \\ g_{y, x}(z) \neq c}}\left|\sum_{z=1}^{p-1} e_{p}\left(g_{y, x}(z)\right)\right|+c(r)|\mathcal{K}| p\right)^{1 / 2}
$$

Let $Q$

$$
Q \stackrel{\text { def }}{=} \max _{\substack{x, y \in \mathcal{K} \\ g_{y, x}(z) \neq c}}\left|\sum_{z=1}^{p-1} e_{p}\left(g_{y, x}(z)\right)\right| .
$$

Then

$$
\begin{equation*}
S \leq \frac{T^{1 / 2}}{|\mathcal{K}| d^{1 / 2}}\left(|\mathcal{K}|^{2} Q+c(r)|\mathcal{K}| p\right)^{1 / 2} \leq\left(\frac{T Q}{d}\right)^{1 / 2}+\left(c(r) \frac{T p}{|\mathcal{K}| d}\right)^{1 / 2} \tag{2.16}
\end{equation*}
$$

In order to prove (2.10) and (2.11) we choose $\mathcal{K}=\left\{k^{1}, \ldots, k^{N}\right\}$ with $N=N\left(\vartheta_{1}, \ldots, \vartheta_{r}, k, \delta\right)$. Then $|\mathcal{K}|=N$. For $x, y \in \mathcal{K}$ and $\frac{p-1}{t}=d$ by (2.6) we have

$$
\begin{equation*}
\left(d x h_{j}, p-1\right)=d\left(x h_{j}, t\right) \leq d t p^{-\delta}<p^{1-\delta} \tag{2.17}
\end{equation*}
$$

Clearly (2.17) also holds with $y$ in place of $x$. Similarly, by (2.7)

$$
\left(d x h_{j_{1}}-d y h_{j_{2}}, p-1\right)=d\left(x h_{j_{1}}-y h_{j_{2}}, t\right)\left\{\begin{array}{l}
\leq d t p^{-\delta}<p^{1-\delta} \quad \text { or } \\
=d t=p-1
\end{array}\right.
$$

Thus (2.8) holds for the polynomial $g_{y, x}(z) \in \mathbb{F}_{p}[z]$ and we may use Lemma 2.3 since $g_{y, x}(z) \not \equiv c$. Then

$$
Q \leq p^{1-\varepsilon_{2}} .
$$

By this, (2.15), (2.16), $t=\frac{p-1}{d}$ and $|\mathcal{K}|=N$ we get:

$$
S \ll\left(\frac{T p^{1-\varepsilon_{2}}}{d}\right)^{1 / 2}+\left(c(r) \frac{T p}{N d}\right)^{1 / 2} \ll(T t)^{1 / 2}\left(p^{-\varepsilon_{2}}+c(r)^{1 / 2} N^{-1 / 2}\right)
$$

which proves (2.10) and (2.11) in Lemma 2.4.
In order to get (2.12) we recall the proof of Friedlander and Shparlinski [28]. Consider the special case $h_{i}=k^{i-1}$ for $1 \leq i \leq r$. In order to estimate $Q$ in this special case we need Weil's theorem for character sums, which we present in the following form:

Lemma 2.6 (Weil) For any prime $p$, and any polynomial $f(x) \in \mathbb{F}_{p}[x]$ of degree $D \geq 1$ which is not identically constant, the bound

$$
\left|\sum_{x=1}^{p} e_{p}(f(x))\right| \leq D p^{1 / 2} .
$$

holds.

## Proof of Lemma 2.6

This lemma can be deduced from Weil's theorem. See [106], an elementary proof can be found in [99].

We will also need the following lemma of Friedlander, Hansen and Shparlinski [25]:

Lemma 2.7 (Friedlander, Hansen, Shparlinski) For any set $\mathcal{W} \subseteq \mathbb{Z}_{t}^{*}$ of cardinality $|\mathcal{W}|=W$, any fixed $\delta>0$ and any integer $h \geq t^{\delta}$, there exists an integer $a \in \mathbb{Z}_{t}^{*}$, such that the congruence

$$
\begin{equation*}
a k \equiv b \quad(\bmod t), \quad k \in \mathcal{W}, 0 \leq b \leq h-1 \tag{2.18}
\end{equation*}
$$

has

$$
L_{a}(h) \gg \frac{W h}{t}
$$

solutions.

## Proof of Lemma 2.7

This is Lemma 2 in [25].
We return to the proof of (2.12) in Lemma 2.4. Let $\varepsilon_{1}>1 / 4$. If $k^{\varepsilon_{1}(r-1)}>$ $\frac{T^{3 / 4}}{t^{1 / 2} p^{1 / 8}}$, then using the trivial estimate we obtain $S \leq T \leq k^{\varepsilon_{1}(r-1)} t^{1 / 2} T^{1 / 4} p^{1 / 8}$ which was to be proved. Thus we may suppose

$$
\begin{equation*}
k^{(r-1) / 2} \leq \frac{T^{3 /\left(8 \varepsilon_{1}\right)}}{t^{1 /\left(4 \varepsilon_{1}\right)} p^{1 /\left(16 \varepsilon_{1}\right)}} . \tag{2.19}
\end{equation*}
$$

Set

$$
\begin{equation*}
h=\left[\frac{(r+1)^{1 / 2} t}{T^{1 / 2} k^{(r-1) / 2} p^{1 / 4}}\right] . \tag{2.20}
\end{equation*}
$$

Then by (2.19), $T \leq t$ and $t>p^{1 / 2+\delta}$ we have

$$
\begin{aligned}
h & \gg \frac{t}{T^{1 / 2} \frac{T^{3 /\left(8 \varepsilon_{1}\right)}}{t^{1 /\left(4 \varepsilon_{1}\right)} p^{1 /\left(16 \varepsilon_{1}\right)}} p^{1 / 4}}=\frac{t^{1+1 /\left(4 \varepsilon_{1}\right)}}{T^{1 / 2+3 /\left(8 \varepsilon_{1}\right)} p^{1 / 4-1 /\left(16 \varepsilon_{1}\right)}} \gg \frac{t^{1 / 2-1 /\left(8 \varepsilon_{1}\right)}}{p^{1 / 4-1 /\left(16 \varepsilon_{1}\right)}} \\
& =\left(\frac{t}{p^{1 / 2}}\right)^{1 / 2-1 /\left(8 \varepsilon_{1}\right)} \gg t^{\frac{2 \delta}{1+2 \delta}\left(1 / 2-1 /\left(8 \varepsilon_{1}\right)\right)},
\end{aligned}
$$

thus we may use Lemma 2.7. Let $\mathcal{W}=\left\{k^{1}, \ldots, k^{T}\right\}$. We select $a$ as in Lemma 2.2. Let now $\mathcal{K}$ denote the subset of $\mathcal{W}$ which satisfies the corresponding congruence (2.18). Then the degree of the polynomial $g_{y, x}\left(z^{a}\right)$ is less than
$h k^{r-1} d$. By this and Lemma 2.6 we have

$$
\begin{equation*}
Q=\max _{\substack{x, y \in \mathcal{K} \\ g_{y, x}(z) \equiv 0}}\left|\sum_{z=1}^{p-1} e_{p}\left(g_{x, y}(z)\right)\right|=\max _{\substack{x, y \in \mathcal{K} \\ g_{y, x}(z) \equiv 0}}\left|\sum_{z=1}^{p-1} e_{p}\left(g_{x, y}\left(z^{a}\right)\right)\right| \leq h k^{r-1} d p^{1 / 2} . \tag{2.21}
\end{equation*}
$$

By Lemma 2.7

$$
\begin{equation*}
|\mathcal{K}| \gg \frac{T h}{t} . \tag{2.22}
\end{equation*}
$$

By (2.2) and (2.15) we have $c(r)=r+1$. By this, (2.16), (2.20), (2.21), (2.22) and $t=\frac{p-1}{d}$ we get

$$
\begin{aligned}
S & \leq\left(\frac{T h k^{r-1} d p^{1 / 2}}{d}\right)^{1 / 2}+\left(\frac{c(r) T p}{|\mathcal{K}| d}\right)^{1 / 2} \\
& \leq\left(T k^{r-1} h p^{1 / 2}\right)^{1 / 2}+\left(\frac{(r+1) T t}{|\mathcal{K}|}\right)^{1 / 2} \\
& \leq\left(T k^{r-1} h p^{1 / 2}\right)^{1 / 2}+\left(\frac{(r+1) t^{2}}{h}\right)^{1 / 2} \\
& <\left((r+1) k^{r-1} T t^{2} p^{1 / 2}\right)^{1 / 4},
\end{aligned}
$$

which was to be proved.
We return to the proof of Lemma 2.1 and Lemma 2.2. Let

$$
S=\left|\sum_{x=M}^{M+L} e_{p}\left(a_{1} \vartheta_{1}^{k^{x}}+\cdots+a_{r} \vartheta_{r}^{k^{x}}\right)\right| .
$$

We will suppose $M \geq n_{0}$, since by (2.9) the contribution of the terms of $M \leq x \leq n_{0}$ in $S$ is small, at most $n_{0} \leq 1.45 \log p$. Using

$$
\sum_{j=1}^{T} e_{T}(n j)= \begin{cases}T & \text { if } T \mid n \\ 0 & \text { otherwise }\end{cases}
$$

we get

$$
\begin{align*}
S & =\frac{1}{T}\left|\sum_{y=n_{0}}^{n_{0}-1+T} e_{p}\left(a_{1} \vartheta_{1}^{k^{y}}+\cdots+a_{r} \vartheta_{r}^{k^{y}}\right) \sum_{x=M}^{M+L} \sum_{j=1}^{T} e_{T}((y-x) j)\right| \\
& \left.=\frac{1}{T} \sum_{j=1}^{T}\left|\sum_{x=M}^{M+L} e_{T}(-j x)\right| \sum_{y=n_{0}}^{n_{0}-1+T} e_{p}\left(a_{1} \vartheta_{1}^{k^{y}}+\cdots+a_{r} \vartheta_{r}^{k^{y}}\right) e_{T}(j y) \right\rvert\, . \tag{2.23}
\end{align*}
$$

Let

$$
Q=\max _{j}\left|\sum_{y=n_{0}}^{n_{0}-1+T} e_{p}\left(a_{1} \vartheta_{1}^{k^{y}}+\cdots+a_{r} \vartheta_{r}^{k^{y}}\right) e_{T}(j y)\right| .
$$

By (2.23) we have

$$
\begin{equation*}
S \leq \frac{1}{T} \sum_{j=1}^{T}\left|\sum_{x=M}^{M+L} e_{T}(-j x)\right| Q \tag{2.24}
\end{equation*}
$$

By Lemma 2.4 there exists a constant $\varepsilon_{2}>0$ depending only on $r$ and $\delta$ such that

$$
\begin{equation*}
Q \ll(t T)^{1 / 2}\left(p^{-\varepsilon_{2}}+(c(r))^{1 / 2} N^{-1 / 2}\right), \tag{2.25}
\end{equation*}
$$

where the constant $c(r)$ is defined by (2.15). Moreover in the special case $\vartheta_{i}=\vartheta^{k^{i-1}}$ for $1 \leq i \leq r$ we get that for every $\varepsilon_{1}>1 / 4$

$$
\begin{equation*}
Q \ll k^{\varepsilon_{1}(r-1)} t^{1 / 2} T^{1 / 4} p^{1 / 8} \tag{2.26}
\end{equation*}
$$

also holds.
By the sum of geometric progression, the triangle-inequality and $|1-e(x)| \geq 4\|x\|$ we have

$$
\begin{align*}
\sum_{j=1}^{T}\left|\sum_{x=0}^{L} e_{T}(-j x)\right| & \leq \sum_{j=1}^{T} \frac{2}{|1-e(j / T)|} \leq \frac{1}{2} \sum_{j=1}^{T} \frac{1}{\|j / T\|} \leq \sum_{j=1}^{[(T+1) / 2]} \frac{1}{\|j / T\|} \\
& =\sum_{j=1}^{[(T+1) / 2]} \frac{j}{T} \ll T \log T \tag{2.27}
\end{align*}
$$

By (2.24), (2.25), (2.26) and (2.27) we get the statements of Lemma 2.1 and Lemma 2.2.

Remark 2.1 In fact, using the results of Friedlander, Hansen and Shparlinski [25], the following can be proved: if $t>p^{1 / 2+\delta}$ for all integer $\nu \geq 1$ we
have:

$$
\left|\sum_{x=M}^{M+L} e_{p}\left(a_{1} \vartheta^{k^{x}}+a_{2} \vartheta^{k^{x+1}}+\cdots+a_{r} \vartheta^{k^{x+r-1}}\right)\right| \ll T^{1-\frac{2 \nu+1}{2 \nu(\nu+1)}} t^{\frac{1}{2 \nu}} p^{\frac{1}{4(\nu+1)}} \log T .
$$

Here, we presented the proof only in the special case $\nu=1$.

### 2.2 Proofs of Theorems 2.1-2.3

In order to express the terms of the sequence $E_{N}$ we will use additive characters as in [76]. We will use the following representation:

Lemma 2.8 (Mauduit, Rivat, Sárközy) For $n \in \mathbb{N} r_{p}(n)$ denotes the unique $r \in\{0, \ldots, p-1\}$ for which $n \equiv r(\bmod p)$. Then for odd integer $p$, there exists a function $\nu_{p}(a, x): \mathbb{Z} \times \mathbb{Z} \rightarrow \mathbb{C}$ such that

$$
\frac{1}{p} \sum_{|a|<p / 2} \nu_{p}(a, x) e_{p}(a n)=\left\{\begin{array}{lll}
+1 & \text { if } r_{p}(n) \equiv x & (\bmod 2), \\
0 & \text { if } r_{p}(n) \not \equiv x & (\bmod 2),
\end{array}\right.
$$

and the function $\nu_{p}(a, x)$ satisfies

$$
\nu_{p}(0, x)= \begin{cases}\frac{p+1}{2} & \text { if } x \equiv 0  \tag{2.28}\\ \frac{p-1}{2} & (\bmod 2), \\ \text { if } x \equiv 1 & (\bmod 2) .\end{cases}
$$

Furthermore, for $1 \leq|a|<p / 2$ we have

$$
\begin{equation*}
\left|\nu_{p}(a, x)\right| \ll \frac{p}{\min \{a, p-2 a\}} . \tag{2.29}
\end{equation*}
$$

## Proof of Lemma 2.8

Since for $r \in \mathbb{Z}$, we have

$$
\frac{1}{p} \sum_{|a|<p / 2} e_{p}(a(n-r))= \begin{cases}1 & \text { if } n \equiv r \quad(\bmod p) \\ 0 & \text { otherwise },\end{cases}
$$

for $0 \leq n \leq p-1$ we have

$$
\frac{1}{p} \sum_{|a|<p / 2}\left(\sum_{\substack{r \equiv x(\bmod 2), 0 \leq r \leq p-1}} e_{p}(-a r)\right) e_{p}(a n)= \begin{cases}1 & \text { if } n \equiv x(\bmod 2), \\ 0 & \text { otherwise }\end{cases}
$$

Thus we may define $\nu_{p}(a, x)$ by

$$
\nu_{p}(a, x) \stackrel{\text { def }}{=} \sum_{\substack{r \equiv x(\bmod 2), 0 \leq r \leq p-1}} e_{p}(-a r) .
$$

From this immediately follows (2.28). By computing the geometric sum above, using the triangle inequality and $|1-e(x)| \geq 4\|x\|$ we get (2.29).

Writing $\nu(a)=\nu(a, 0)-\nu(a, 1)$ from Lemma 2.8 we get immediately:
Lemma 2.9 (Mauduit, Rivat, Sárközy) For $0 \leq n \leq p-1$ and an odd integer $p$, we have

$$
\frac{1}{p} \sum_{|a|<p / 2} \nu_{p}(a) e_{p}(a n)=\left\{\begin{array}{lll}
+1 & \text { if } r_{p}(n) \equiv 0 & (\bmod 2), \\
-1 & \text { if } r_{p}(n) \equiv 1 & (\bmod 2),
\end{array}\right.
$$

where the function $\nu_{p}(a)$ satisfies

$$
\nu_{p}(0)=1, \quad\left|\nu_{p}(a)\right| \ll \frac{p}{\min \{a, p-2 a\}} \quad(1 \leq|a|<p / 2) .
$$

## Proof of Theorem 2.1

If $t \leq p^{7 / 8}$ Theorem 2.1 and 2.2 are trivial, since all pseudorandom measures of $E_{T}$ are less or equal than $T \leq t \leq p^{7 / 8}$. Thus we may suppose that

$$
\begin{equation*}
t>p^{7 / 8} \tag{2.30}
\end{equation*}
$$

We have to prove that for any $0 \leq b<p, 0 \leq c<b, 1 \leq M<T$, we have the estimate

$$
\left|\sum_{\substack{j \\ c+j b \leq M}} e_{c+j b}\right| \ll p^{7 / 8}(\log p)^{2}
$$

By Lemma 2.9 we have

$$
\left|\sum_{\substack{j \\ c+j b \leq M}} e_{c+j b}\right|=\frac{1}{p} \sum_{|a|<p / 2} \nu_{p}(a) \sum_{\substack{j \\ c+j b \leq M}} e_{p}\left(a u_{c+j b}\right)
$$

Since $u_{c+j b} \equiv\left(\vartheta^{\left(k^{c}\right)}\right)^{\left(k^{b}\right)^{j}}(\bmod p)$, the multiplicative order of $k^{b}$ modulo $t$ is larger or equal than $T / b$ and by (2.30) we may use Lemma 2.1 and obtain

$$
\left|\sum_{\substack{j \\ c+j b}} e_{p}\left(a u_{c+j b}\right)\right| \ll T^{1 / 4} t^{1 / 2} p^{1 / 8} \ll p^{7 / 8} \log p .
$$

Thus

$$
\begin{equation*}
\left|\sum_{\substack{x \\ r+x m \leq M}} e_{r+x m}\right| \ll \frac{1}{p}\left(\sum_{1 \leq|a|<p / 2}\left|\nu_{a}(p)\right|\right) p^{7 / 8} \log p+\left|\nu_{p}(0)\right|, \tag{2.31}
\end{equation*}
$$

By Lemma $2.9 \nu_{p}(0)=1$ and $\sum_{1 \leq|a|<p / 2}\left|\nu_{a}(p)\right| \ll \sum_{1 \leq|a|<p / 4+1} \frac{p}{a} \ll p \log p$, so the theorem follows from this and (2.31).
Proof of Theorem 2.2
By Lemma 2.8 for $M \leq T-\ell+1$ we have

$$
\begin{align*}
Z\left(E_{T}, M, X\right) & =\frac{1}{p^{\ell}} \sum_{\left|a_{1}\right|<p / 2} \cdots \sum_{\left|a_{\ell}\right|<p / 2} \nu_{p}\left(a_{1}, u_{n+1}\right) \cdots \nu_{p}\left(a_{\ell}, u_{n+\ell}\right) \\
& \sum_{n<M} e_{p}\left(a_{1} u_{n+1}+\cdots+a_{\ell} u_{n+\ell}\right) . \tag{2.32}
\end{align*}
$$

If $\left(a_{1}, \ldots, a_{\ell}\right)=(0, \ldots, 0)$ then trivially

$$
\begin{equation*}
\left|\sum_{n<M} e_{p}\left(a_{1} u_{n+1}+\cdots+a_{\ell} u_{n+\ell}\right)\right|=M-1 \tag{2.33}
\end{equation*}
$$

By Lemma 2.8 we have

$$
\begin{equation*}
\frac{(p-1)^{\ell}}{2^{\ell}} \leq\left|\nu_{p}\left(0, u_{n+1}\right) \cdots \nu_{p}\left(0, u_{n+\ell}\right)\right| \leq \frac{(p+1)^{\ell}}{2^{\ell}} . \tag{2.34}
\end{equation*}
$$

By (2.30) we may use Lemma 2.1 and for all $\varepsilon_{1}>1 / 4$ we have that if $\left(a_{1}, \ldots, a_{\ell}\right) \neq(0, \ldots, 0)$ then

$$
\begin{align*}
& \left|\sum_{n<M} e_{p}\left(a_{1} u_{n+1}+\cdots+a_{\ell} u_{n+\ell}\right)\right|=\left|\sum_{n<M} e_{p}\left(a_{1} \vartheta^{k^{n+1}}+\cdots+a_{\ell} \vartheta^{k^{n+\ell}}\right)\right| \\
& \ll k^{\varepsilon_{1}(r-1)} T^{1 / 4} t^{1 / 2} p^{1 / 8 \log p} \ll k^{\varepsilon_{1}(r-1)} p^{7 / 8} \log p, \tag{2.35}
\end{align*}
$$

where the implied constant depends only on $\varepsilon_{1}$. By (2.32), (2.33), (2.35) and the triangle inequality we have

$$
\begin{aligned}
& \left.\left|Z\left(E_{T}, M, X\right)-M / 2^{\ell}\right| \leq \frac{1}{p^{\ell}} \right\rvert\, \sum_{\substack{\left(a_{1}, \ldots, a_{\ell}\right) \neq(0, \ldots, 0), \mid a_{i}<p / 2 \\
(1 \leq i \leq \ell)}} \nu_{p}\left(a_{1}, u_{n+1}\right) \cdots \nu_{p}\left(a_{\ell}, u_{n+\ell}\right) \\
& \left.\sum_{n<M} e_{p}\left(a_{1} u_{n+1}+\cdots+a_{\ell} u_{n+\ell}\right)\left|+\frac{1}{p^{\ell}}\right| \frac{(p+1)^{\ell}}{2^{\ell}}(M-1)-\frac{M}{2^{\ell}} \right\rvert\,
\end{aligned}
$$

Since $\ell<p$ we have

$$
\frac{1}{p^{\ell}}\left|\frac{(p+1)^{\ell}}{2^{\ell}}(M-1)-\frac{M}{2^{\ell}}\right| \leq\left(\frac{(p+1)^{\ell}}{p^{\ell}}-1\right) \frac{M}{2^{\ell}} \leq \frac{e \ell M}{p 2^{\ell}} \leq \frac{e \ell}{2^{\ell}}<1.5 .
$$

If $(a, p)=1$ let $\mu_{p}(a)=\frac{p}{\min \{a, p-2 a\}}$ and let $\mu_{p}(0)=\frac{p+1}{2}$. Then by Lemma 2.8 $\nu_{p}\left(a, u_{n+i}\right) \leq \mu(a)$. By this and (2.34) we have

$$
\left|Z\left(E_{T}, M, X\right)-M / 2^{\ell}\right| \ll \frac{1}{p^{\ell}}\left(\left|\sum_{|a|<p / 2} \mu_{p}(a)\right|^{\ell} k^{\varepsilon_{1}(r-1)} p^{7 / 8} \log p\right)+1.5 .
$$

Using $\left|\sum_{|a|<p / 2} \mu_{p}(a)\right| \ll \sum_{1 \leq|a| \leq p / 4+1} \frac{p}{a} \ll \log p$, we get the theorem.

## Proof of Theorem 2.3

Theorem 2.3 is trivial if $N \leq p^{1 / 2}$. Thus we may suppose that

$$
\begin{equation*}
N>p^{1 / 2} \tag{2.36}
\end{equation*}
$$

By Lemma 2.9 for $M<p$ and $0 \leq d_{1}<\cdots<d_{\ell} \leq p-M$ we have

$$
\begin{gathered}
\sum_{n \leq M} e_{n+d_{1}} \ldots e_{n+d_{\ell}}=\frac{1}{p^{\ell}} \sum_{\left|a_{1}\right|<p / 2} \cdots \sum_{\left|a_{\ell}\right|<p / 2} \nu_{p}\left(a_{1}\right) \cdots \nu_{p}\left(a_{\ell}\right) \\
\sum_{n<M} e_{p}\left(a_{1} u_{n+d_{1}}+\cdots+a_{\ell} u_{n+d_{\ell}}\right)
\end{gathered}
$$

If $\left(a_{1}, \ldots, a_{\ell}\right) \neq(0, \ldots, 0)$ we may use Lemma 2.2 with $h_{1}=k^{d_{1}}, \ldots, h_{\ell}=k^{d_{\ell}}$. By (2.2) $\left(h_{i}, t\right)=(k, t)=1$, thus we obtain

$$
\begin{aligned}
& \left|\sum_{n<M} e_{p}\left(a_{1} u_{n+d_{1}}+\cdots+a_{\ell} u_{n+d_{\ell}}\right)\right| \\
= & \left|\sum_{n<M} e_{p}\left(a_{1}\left(\vartheta^{k^{d_{1}}}\right)^{k^{n}}+\cdots+a_{\ell}\left(\vartheta^{k^{d_{\ell}}}\right)^{k^{n}}\right)\right| \\
\ll & (t T)^{1 / 2}\left(p^{-\varepsilon_{2}}+\frac{(r+1)^{1 / 2}}{N^{1 / 2}}\right) \log p .
\end{aligned}
$$

By (2.36) and $r^{2}<p$ we have

$$
\left|\sum_{n<M} e_{p}\left(a_{1} u_{n+d_{1}}+\cdots+a_{\ell} u_{n+d_{\ell}}\right)\right| \ll p^{1-\varepsilon_{2} / 2}
$$

where the implied constant depends only on $\varepsilon_{2}$. Thus

$$
\left|\sum_{n \leq M} e_{n+d_{1}} \ldots e_{n+d_{\ell}}\right|=\frac{1}{p^{\ell}}\left(\left(\sum_{|a|<p / 2}\left|\nu_{p}(a)\right|\right)^{\ell} p^{1-\varepsilon_{2} / 2}+M\right) .
$$

Using $\left|\sum_{|a|<p / 2} \nu_{p}(a)\right| \ll\left|\sum_{|a|<p / 4+1} \frac{p}{a}\right| \ll p \log p$, we get

$$
C_{\ell}\left(E_{N}\right) \leq c_{1} p^{1-\varepsilon_{2} / 4}
$$

where the constant $c_{1}$ depends only on $\varepsilon_{2}$. From this for large $p>p_{0}$ follows the theorem, while for small $p \leq p_{0}$ the theorem is trivial with an $\varepsilon>0$ for which $N<p^{1-\varepsilon}$ if $p<p_{0}$. Such $\varepsilon>0$ exists, since $N<p$.

## Proof of Corollary 2.1

Since $q$ is a prime, $t=q$ or $t=2 q$. $k$ is a primitive root modulo $q$, thus for $1 \leq i<j \leq q-1$ we have

$$
\left(k^{j}-k^{i}, t\right)=1 \text { or }\left(k^{j}-k^{i}, t\right)=2
$$

which is less than $t p^{-\delta}$ for $\delta<1 / 2$. Thus (2.4) holds with $N=(p-3) / 4$ and using Theorem 3 we get the corollary.

## 3 On the correlation of binary sequences

Since 1997 numerous papers have been written on the theory of pseudorandomness. In the majority of these papers special sequences are constructed and/or tested for pseudorandomness (see [52] and [97] for references), while, for example in [3], [4], [14], [33], [34], [36], [69], [78] and [102] the measures of pseudorandomness are studied. In [46] I gave a survey paper on the most important results related to these measures.

In [14] Cassaigne, Mauduit and Sárközy compared correlations of different order. They proved the following
Theorem 3.A (Cassaigne, Mauduit, Sárközy) a) For $k, \ell, N \in \mathbb{N}, k \mid \ell$, $E_{N} \in\{-1,+1\}^{N}$ we have

$$
C_{k}\left(E_{N}\right) \leq N\left(\frac{(\ell!)^{k / \ell}}{k!}\left(\frac{C_{\ell}\left(E_{N}\right)}{N}\right)^{k / \ell}+\left(\frac{\ell^{2}}{N}\right)^{k / \ell}\right)
$$

b) If $k, N \in \mathbb{N}$ and $k \leq N$, then there is a sequence $E_{N} \in\{-1,+1\}^{N}$ such that if $\ell \leq N / 2$, then

$$
\begin{aligned}
& C_{\ell}\left(E_{N}\right)>(N-\ell) / k-54 k^{2} N^{1 / 2} \log N \quad \text { if } k \mid \ell \\
& C_{\ell}\left(E_{N}\right)<27 k^{2} \ell N^{1 / 2} \log N \quad \text { if } k \nmid \ell
\end{aligned}
$$

This result shows some kind of independence between $C_{k}$ and $C_{\ell}$ when $k \nmid \ell$ and $\ell \nmid k$. In this section we will show a link between $C_{k}$ and $C_{\ell}$ when $k$ and $\ell$ have different parity.

Cassaigne, Mauduit and Sárközy [14] asked the following related question:
Problem 3.1. (Cassaigne, Mauduit, Sárközy) For $N \rightarrow \infty$, are there sequences $E_{N}$ such that $C_{2}\left(E_{N}\right)=O(\sqrt{N})$ and $C_{3}\left(E_{N}\right)=O(1)$ simultaneously?

In [75] Mauduit also asked another closely related question
Problem 3.2. (Mauduit) Let $k, \ell \geq 2$ be integers. Is it true that for every $E_{N} \in\{-1,+1\}^{N}$ we have

$$
C_{2 k+1}\left(E_{N}\right) C_{2 \ell}\left(E_{N}\right) \gg N
$$

where the implied constant factor depends only on $k$ and $\ell$ ? Or at least

$$
\begin{equation*}
C_{2 k+1}\left(E_{N}\right) C_{2 \ell}\left(E_{N}\right) \gg N^{c(k, \ell)} \tag{3.1}
\end{equation*}
$$

where the implied constant factor and the constant $\frac{1}{2}<c(k, \ell) \leq 1$ depend only on $k$ and $\ell$ ?

In [36] I solved both Problem 3.1 and Problem 3.2 in the weaker form (3.1) when $k \geq \ell$. The answer follows from the main result of [36]:

Theorem 3.B If $k, \ell \in \mathbb{N}, 2 k+1>2 \ell, N \in \mathbb{N}$ and $N>67 k^{4}+400$, then for all $E_{n} \in\{-1,+1\}^{N}$ we have

$$
\left(17 \sqrt{k(2 \ell+1)} C_{2 \ell}\right)^{2 k+1}+\left(17 \frac{2 k+1}{2 \ell}\right)^{\ell} N^{2 k-\ell} C_{2 k+1}^{2} \geq \frac{1}{9} N^{2 k-\ell+1}
$$

It follows trivially that
Corollary 3.A If $k, \ell \in \mathbb{N}, \log N \geq 2 k+1>2 \ell, N \in \mathbb{N}$ and $N>67 k^{4}+400$, $E_{n} \in\{-1,+1\}^{N}$ and

$$
C_{2 \ell}\left(E_{N}\right)<\frac{1}{20 \sqrt{k(2 \ell+1)}} N^{1-\ell /(2 k+1)}
$$

then we have

$$
C_{2 k+1}\left(E_{N}\right)>\frac{1}{8}\left(\frac{2 \ell}{17(2 k+1)}\right)^{\ell / 2} N^{1 / 2}
$$

Corollary 3.B If $k, \ell \in \mathbb{N}, 2 k+1>2 \ell$ then

$$
C_{2 k+1}\left(E_{N}\right) C_{2 \ell}\left(E_{N}\right) \gg N^{1-\ell /(2 k+1)}
$$

where the implied constant factor depends only on $k$ and $\ell$. (This is the case $c(k, \ell)=1-\frac{\ell}{2 k+1}>\frac{1}{2}$ in Problem 3.2.)

Later Anantharam [5] sharpened Theorem 3.A and he proved the following:

## Theorem 3.C (Anantharam)

$$
C_{3}\left(E_{N}\right) C_{2}\left(E_{N}\right) \geq \frac{2}{25} N
$$

Theorem 3.C solves Problem 3.2 in the stronger form in the special case $(2 k+1,2 \ell)=(3,2)$, so (3.1) holds with $c=1$.

### 3.1 Results

In this section we will generalize the earlier results. Theorem 3.B studies only the case $2 k+1>2 \ell$ while Theorem 3.C involves only $C_{2}$ and $C_{3}$. Here
we study the general case, when there is no restriction of the order of the correlation measures. The proof uses methods from [5] and [36]. We will prove the following:

Theorem 3.1 (Gyarmati, Mauduit) There is a constant $c_{k, \ell}$ depending only on $k$ and $\ell$ such that if

$$
\begin{equation*}
C_{2 k+1}\left(E_{N}\right)<c_{k, \ell} N^{1 / 2}, \tag{3.2}
\end{equation*}
$$

then

$$
\begin{equation*}
C_{2 k+1}\left(E_{N}\right)^{2 \ell} C_{2 \ell}\left(E_{N}\right)^{2 k+1} \gg N^{2 k+1}, \tag{3.3}
\end{equation*}
$$

where the implied constant factor depends only on $k$ and $\ell$.

Remark 3.1 Theorem 3.1 is optimal: For $E_{N}=(+1,-1,+1,-1,+1 \ldots)$ we have $C_{2 k+1}\left(E_{N}\right)=1$ and $C_{2 \ell}\left(E_{N}\right)=N-2 \ell+1$.

Remark 3.2 It is an important question whether condition (3.2) is necessary in Theorem 3.1. Cassaigne, Mauduit and Sárközy [14] proved that for every $\varepsilon$ and $N>N_{0}(\varepsilon)$

$$
\begin{equation*}
C_{2 k+1}\left(E_{N}\right), C_{2 \ell}\left(E_{N}\right) \ll N^{1 / 2}(\log N)^{1 / 2} \tag{3.4}
\end{equation*}
$$

holds with probability $1-\varepsilon$. Fix a sequence $E_{N}$ for which (3.4) indeed holds and $N$ is large enough. From (3.3) and (3.4)

$$
\begin{equation*}
N^{\ell+k+1 / 2}(\log N)^{\ell+k+1 / 2} \gg N^{2 k+1} \tag{3.5}
\end{equation*}
$$

follows. Since (3.5) is true for an $N$ large enough we get from (3.5):

$$
\ell+k+1 / 2 \geq 2 k+1
$$

and thus

$$
2 \ell \geq 2 k+1
$$

But in Theorem $3.12 \ell$ can be less than $2 k+1$ so we need an additional assumption on the size of $C_{2 k+1}\left(E_{N}\right)$ and $C_{2 \ell}\left(E_{N}\right)$.

Let us see some corollaries of Theorem 3.1.
Corollary 3.1 (Gyarmati, Mauduit) Suppose that $C_{2 \ell}\left(E_{N}\right) \ll$ $N^{1 / 2}(\log N)^{1 / 2}$, then

$$
C_{2 k+1}\left(E_{N}\right) \gg \min \left\{N^{1 / 2}, \frac{N^{(2 k+1) /(4 \ell)}}{(\log N)^{(2 k+1) /(4 \ell)}}\right\}
$$

where the implied constant factor depends on $k$ and $\ell$.
Corollary 3.2 (Gyarmati, Mauduit) If $C_{2 k+1}\left(E_{N}\right)=O(1)$, then

$$
C_{2 \ell}\left(E_{N}\right) \gg N,
$$

where the implied constant factor depends on $k$ and $\ell$.

## Corollary 3.3 (Gyarmati, Mauduit)

$$
C_{2 k+1}\left(E_{N}\right) C_{2 \ell}\left(E_{N}\right) \gg N^{c(k, \ell)}
$$

where the implied constant factor depends only on $k$ and $\ell$ and where

$$
c(k, \ell)= \begin{cases}1 & \text { if } k \geq \ell \\ \frac{1}{2}+\frac{2 k+1}{4 \ell} & \text { if } k<\ell\end{cases}
$$

Remark 3.3 Corollary 3.3 solves Problem 3.2 in the stronger form when $k \geq \ell$ and in the weaker form (3.1) when $k<\ell$.

These results can be extended to the multidimensional case, for the details see the paper [49].

### 3.2 Proof of Theorem 3.1

Let $L=[N / 2]$ and $1 \leq M \leq N / 2$ be integers, where the value of $M$ will be fixed later. Consider the following equation

$$
\begin{aligned}
& A \sum_{\text {Isw }} \sum \sum \\
& =\sum_{1 \leq d_{1}<d_{2}<\cdots<d_{2 \ell} \leq M} \sum_{1 \leq n_{1}<n_{2}<\cdots<n_{2 k+1} \leq L} \prod_{i=1}^{2 k+1} \prod_{j=1}^{2 \ell} e_{n_{i}+d_{j}} \stackrel{\text { def }}{=} \mathcal{B} .
\end{aligned}
$$

We will use the following lemmas proved by me in [36].
Lemma 3.1 For all $t, A \in \mathbb{N}$, $t \leq A$ there is a polynomial $p_{t, A}(x) \in \mathbb{Q}[x]$ with the degree $t$ such that if $x_{1}, x_{2}, \ldots, x_{A} \in\{-1,+1\}$ then

$$
p_{t, A}\left(x_{1}+\cdots+x_{A}\right)=\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{t} \leq A} x_{i_{1}} x_{i_{2}} \ldots x_{i_{t}} .
$$

Denote the coefficients of $p_{t, A}$ by $a_{r, t, A}$ :

$$
p_{t, A}(x)=a_{t, t, A} x^{t}+a_{t-1, t, A} x^{t-1}+\cdots+a_{0, t, A} .
$$

Then $a_{r, t, A}=0$ if $r \not \equiv t(\bmod 2)$, and $(-1)^{(t-r) / 2} a_{r, t, A} \geq 0$ if $r \equiv t(\bmod 2)$. If $t$ is even we also have:

$$
a_{0, t, A}=(-1)^{t / 2}\binom{A / 2}{t / 2} .
$$

Proof of Lemma 3.1 This is Lemma 2 in [36].

## Lemma 3.2

$$
\left|a_{r, t, A}\right| \leq A^{(t-r) / 2} .
$$

Proof of Lemma 3.2 This follows from Lemma 3 and Lemma 5 in [36]. (Indeed in [36] by Lemma 3 we get $\left|a_{r, t, A}\right| \leq d_{i, j} A^{(t-r) / 2}$. In [36] $\omega_{j}$ is defined by $d_{0, j}+d_{1, j}+\cdots+d_{j, j}$ in Lemma 4 and in Lemma $5 d_{i, j} \leq \omega_{j} \leq 1$ is proved.)

Next we return to the proof of Theorem 3.1.
First we rearrange $\mathcal{A}$. For a moment we fix the value of $n_{1}, n_{2}, \ldots, n_{2 k+1}$ in the first sum. Next we use Lemma 3.1 with $t=2 \ell, A=M$ and $x_{u}=$ $\prod_{i=1}^{2 k+1} e_{n_{i}+u}$ for $1 \leq u \leq M$. We get

$$
\begin{aligned}
\mathcal{A} & =\sum_{1 \leq n_{1}<n_{2}<\cdots<n_{2 k+1} \leq L} \sum_{1 \leq d_{1}<d_{2}<\cdots<d_{2 \ell} \leq M} \prod_{j=1}^{2 \ell} \prod_{i=1}^{2 k+1} e_{n_{i}+d_{j}} \\
& =\sum_{1 \leq n_{1}<n_{2}<\cdots<n_{2 k+1} \leq L} p_{2 \ell, M}\left(\sum_{u=1}^{M} \prod_{i=1}^{2 k+1} e_{n_{i}+u}\right)
\end{aligned}
$$

Similarly we rearrange $\mathcal{B}$. For a moment we fix the value of $d_{1}, d_{2}, \ldots, d_{2 \ell}$ in the first sum. Next we use Lemma 3.1 with $t=2 k+1, A=L$ and $x_{u}=\prod_{j=1}^{2 \ell} e_{u+d_{j}}$ for $1 \leq u \leq M$. We get

$$
\begin{aligned}
\mathcal{B} & =\sum_{1 \leq d_{1}<d_{2}<\cdots<d_{2} \ell \leq M} \sum_{1 \leq n_{1}<n_{2}<\cdots<n_{2 k+1} \leq L} \prod_{i=1}^{2 k+1} \prod_{j=1}^{2 \ell} e_{n_{i}+d_{j}} \\
& =\sum_{1 \leq d_{1}<d_{2}<\cdots<d_{2 \ell} \leq M} p_{2 k+1, L}\left(\sum_{u=1}^{L} \prod_{j=1}^{2 \ell} e_{u+d_{j}}\right) .
\end{aligned}
$$

We denoted the coefficients of $p_{t, A}(x)$ by $a_{r, t, A}$ in Lemma 3.1. Using these
notations we get

$$
\begin{align*}
\sum_{1 \leq n_{1}<n_{2}<\cdots<n_{2 k+1} \leq L} & \left(a_{2 \ell, 2 \ell, M}\left(\sum_{u=1}^{M} \prod_{i=1}^{2 k+1} e_{n_{i}+u}\right)^{2 \ell}\right. \\
& \left.+a_{2 \ell-1,2 \ell, M}\left(\sum_{u=1}^{M} \prod_{i=1}^{2 k+1} e_{n_{i}+u}\right)^{2 \ell-1}+\cdots+a_{0,2 \ell, M}\right) \\
=\sum_{1 \leq d_{1}<d_{2}<\cdots<d_{2 \ell} \leq M} & \left(a_{2 k+1,2 k+1, L}\left(\sum_{u=1}^{L} \prod_{j=1}^{2 \ell} e_{u+d_{j}}\right)^{2 k+1}\right. \\
& \left.+a_{2 k, 2 k+1, L}\left(\sum_{u=1}^{L} \prod_{j=1}^{2 \ell} e_{u+d_{j}}\right)^{2 k}+\cdots+a_{0,2 k+1, L}\right) . \tag{3.6}
\end{align*}
$$

By Lemma $3.1 a_{0,2 k+1, L}=0$. From this and (3.6) we get

$$
\begin{aligned}
& \sum_{1 \leq d_{1}<d_{2}<\cdots<d_{2 \ell} \leq M}\left(a_{2 k+1,2 k+1, L}\left(\sum_{u=1}^{L} \prod_{j=1}^{2 \ell} e_{u+d_{j}}\right)^{2 k+1}\right. \\
& \left.+a_{2 k, 2 k+1, L}\left(\sum_{u=1}^{L} \prod_{j=1}^{2 \ell} e_{u+d_{j}}\right)^{2 k}+\cdots+a_{1,2 k+1, L}\left(\sum_{u=1}^{L} \prod_{j=1}^{2 \ell} e_{u+d_{j}}\right)\right) \\
& -\sum_{1 \leq n_{1}<n_{2}<\cdots<n_{2 k+1} \leq L}\left(a_{2 \ell, 2 \ell, M}\left(\sum_{u=1}^{M} \prod_{i=1}^{2 k+1} e_{n_{i}+u}\right)^{2 \ell}\right. \\
& \left.+a_{2 \ell-1,2 \ell, M}\left(\sum_{u=1}^{M} \prod_{i=1}^{2 k+1} e_{n_{i}+u}\right)^{2 \ell-1}+\cdots+a_{1,2 \ell, M}\left(\sum_{u=1}^{M} \prod_{i=1}^{2 k+1} e_{n_{i}+u}\right)\right) \\
& =\sum_{1 \leq n_{1}<n_{2}<\cdots<n_{2 k+1} \leq L} a_{0,2 \ell, M} .
\end{aligned}
$$

Again by Lemma 3.1 there is a constant $c_{1}$ depending only on $k$ and $\ell$ such
that

$$
\begin{align*}
& \sum_{1 \leq d_{1}<d_{2}<\cdots<d_{2 \ell} \leq M}\left(a_{2 k+1,2 k+1, L}\left(\sum_{u=1}^{L} \prod_{j=1}^{2 \ell} e_{u+d_{j}}\right)^{2 k+1}\right. \\
& \left.+a_{2 k, 2 k+1, L}\left(\sum_{u=1}^{L} \prod_{j=1}^{2 \ell} e_{u+d_{j}}\right)^{2 k}+\cdots+a_{1,2 k+1, L}\left(\sum_{u=1}^{L} \prod_{j=1}^{2 \ell} e_{u+d_{j}}\right)\right) \\
& -\sum_{1 \leq n_{1}<n_{2}<\cdots<n_{2 k+1} \leq L}\left(a_{2 \ell, 2 \ell, M}\left(\sum_{u=1}^{M} \prod_{i=1}^{2 k+1} e_{n_{i}+u}\right)^{2 \ell}\right. \\
& \left.+a_{2 \ell-1,2 \ell, M}\left(\sum_{u=1}^{M} \prod_{i=1}^{2 k+1} e_{n_{i}+u}\right)^{2 \ell-1}+\cdots+a_{1,2 \ell, M}\left(\sum_{u=1}^{M} \prod_{i=1}^{2 k+1} e_{n_{i}+u}\right)\right) \\
& \geq c_{1} L^{2 k+1} M^{\ell} . \tag{3.7}
\end{align*}
$$

By Lemma $3.1 a_{r, t, A}=0$ if $r \not \equiv t(\bmod 2)$. Using this and the triangleinequality we get from (3.7)

$$
\begin{align*}
& \quad \sum_{1 \leq d_{1}<d_{2}<\cdots<d_{2 \ell} \leq M} \sum_{r \equiv 1}^{2 k+1}\left|a_{r, 2 k+1, L}\right|\left|\sum_{u=1}^{L} \prod_{j=1}^{2 \ell} e_{u+d_{j}}\right|^{r} \\
& +\sum_{1 \leq n_{1}<n_{2}<\cdots<n_{2 k+1} \leq L} \sum_{r \equiv 0} \sum_{r=2}^{2 \ell}\left|a_{r, 2 \ell, M}\right|\left|\sum_{u=1}^{M} \prod_{i=1}^{2 k+1} e_{n_{i}+u}\right|^{r} \geq c_{1} L^{2 k+1} M^{\ell} . \tag{3.8}
\end{align*}
$$

By the definition of the correlation measures we have

$$
\begin{aligned}
\left|\sum_{u=1}^{L} \prod_{j=1}^{2 \ell} e_{u+d_{j}}\right| & \leq C_{2 \ell}\left(E_{N}\right) \\
\left|\sum_{u=1}^{M} \prod_{i=1}^{2 k+1} e_{n_{i}+u}\right| & \leq C_{2 k+1}\left(E_{N}\right)
\end{aligned}
$$

By this and (3.8) we get

$$
\begin{aligned}
& \sum_{1 \leq d_{1}<d_{2}<\cdots<d_{2 \ell} \leq M} \sum_{r=1}^{r=1}\left|a_{r, 2 k+1, L}\right| C_{2 \ell}\left(E_{N}\right)^{r} \\
& +\sum_{1 \leq n_{1}<n_{2}<\cdots<n_{2 k+1} \leq L} \sum_{\substack{\bmod 2)}}^{2 k+1}\left|a_{r, 2 \ell, M}\right| C_{2 k+1}\left(E_{N}\right)^{r} \geq c_{1} L^{2 k+1} M^{\ell} .
\end{aligned}
$$

By this and Lemma 3.2

$$
\begin{align*}
& M^{2 \ell} \sum_{\substack{r=1 \\
r \equiv 1 \\
(\bmod 2)}}^{2 k+1} L^{(2 k+1-r) / 2} C_{2 \ell}\left(E_{N}\right)^{r}+L^{2 k+1} \sum_{\substack{r=2 \\
r \equiv 0 \\
(\bmod 2)}}^{2 \ell} M^{(2 \ell-r) / 2} C_{2 k+1}\left(E_{N}\right)^{r} \\
& \geq c_{1} L^{2 k+1} M^{\ell} . \tag{3.9}
\end{align*}
$$

In order to prove Theorem 3.1 we will use Theorem 1.C as a lemma.

## Lemma 3.3 (Alon, Kohayakawa, Mauduit, Moreira, Rödl)

$$
C_{2 \ell}\left(E_{N}\right) \gg N^{1 / 2}
$$

where the implied constant factor depends only on $\ell$.
Proof of Lemma 3.3 See in [3] and [69].
By this for $1 \leq r \leq 2 k+1$ we have

$$
L^{(2 k+1-r) / 2} C_{2 \ell}\left(E_{N}\right)^{r} \ll C_{2 \ell}\left(E_{N}\right)^{2 k+1} .
$$

Using this and (3.9) we get there is a constant $c_{2}$ depending only on $k$ and $\ell$ such that

$$
\begin{align*}
& c_{2} M^{2 \ell} C_{2 \ell}\left(E_{N}\right)^{2 k+1}+L^{2 k+1} \sum_{\substack{r=2 \\
r \equiv 0 \\
(\bmod 2)}}^{2 \ell} M^{(2 \ell-r) / 2} C_{2 k+1}\left(E_{N}\right)^{r} \\
& \geq c_{1} L^{2 k+1} M^{\ell} . \tag{3.10}
\end{align*}
$$

Now we fix the value of $M$. Let $M=c_{3} C_{2 k+1}\left(E_{N}\right)^{2}$, where the value of the constant $c_{3}$ will depend only on $k$ and $\ell$. We choose the value of $c_{3}$ such that

$$
\left\lceil\max _{2 \leq r \leq 2 \ell}\left(\frac{\ell+1}{c_{1}}\right)^{2 / r}\right\rceil \leq c_{3} .
$$

Then

$$
\begin{equation*}
M^{(2 \ell-r) / 2} C_{2 k+1}\left(E_{N}\right)^{r} \leq \frac{c_{1}}{\ell+1} M^{\ell} \tag{3.11}
\end{equation*}
$$

holds. Now we fix the constant $c_{k, \ell}$ in Theorem 3.1, we put $c_{k, \ell}=\frac{1}{2 c_{3}}$. Then $2 c_{3} C_{2 k+1}\left(E_{N}\right)^{2} \leq N$, so $M \leq N / 2$ indeed. By (3.10) and (3.11) we get

$$
\begin{aligned}
c_{2} M^{2 \ell} C_{2 \ell}\left(E_{N}\right)^{2 k+1}+L^{2 k+1} \frac{c_{1} \ell}{\ell+1} M^{\ell} & \geq c_{1} L^{2 k+1} M^{\ell} \\
c_{2} M^{2 \ell} C_{2 \ell}\left(E_{N}\right)^{2 k+1} & \geq \frac{c_{1}}{\ell+1} L^{2 k+1} M^{\ell} \\
M^{2 \ell} C_{2 \ell}\left(E_{N}\right)^{2 k+1} & \geq \frac{c_{1}}{c_{2}(\ell+1)} L^{2 k+1} M^{\ell}
\end{aligned}
$$

Writing $L=[N / 2]$ and $M=c_{3} C_{2 k+1}\left(E_{N}\right)^{2}$ we get

$$
\begin{aligned}
c_{3}^{2 \ell} C_{2 k+1}\left(E_{N}\right)^{4 \ell} C_{2 \ell}\left(E_{N}\right)^{2 k+1} & \geq \frac{c_{1}}{c_{2}(\ell+1)}\left[\frac{N}{2}\right]^{2 k+1} c_{3}^{\ell} C_{2 k+1}\left(E_{N}\right)^{2 \ell} \\
C_{2 k+1}\left(E_{N}\right)^{2 \ell} C_{2 \ell}\left(E_{N}\right)^{2 k+1} & >N^{2 k+1}
\end{aligned}
$$

which was to be proved.
The proofs of Corollaries 3.1 and 3.2 are immediate from Theorem 3.1.

### 3.3 Proof of Corollary 3.3

If $C_{2 k+1}\left(E_{N}\right) \gg N^{1 / 2}$ then Corollary 3.3 is trivial since by Lemma 3.3 $C_{2 \ell}\left(E_{N}\right) \gg N^{1 / 2}$ also holds and then $C_{2 k+1}\left(E_{N}\right) C_{2 \ell}\left(E_{N}\right) \gg N$. Thus we may assume that $C_{2 k+1}\left(E_{N}\right) \ll N^{1 / 2}$

If $k<\ell$ by Theorem 3.1 and Lemma 3.3:

$$
\begin{aligned}
\left(C_{2 k+1}\left(E_{N}\right) C_{2 \ell}\left(E_{N}\right)\right)^{2 \ell} & =C_{2 k+1}\left(E_{N}\right)^{2 \ell} C_{2 \ell}\left(E_{N}\right)^{2 k+1} C_{2 \ell}\left(E_{N}\right)^{2 \ell-(2 k+1)} \\
& \gg N^{2 k+1} C_{2 \ell}\left(E_{N}\right)^{2 \ell-(2 k+1)} \\
& \gg N^{2 k+1} N^{\ell-k-1 / 2}=N^{\ell+k+1 / 2},
\end{aligned}
$$

so that

$$
C_{2 k+1}\left(E_{N}\right) C_{2 \ell}\left(E_{N}\right) \gg N^{1 / 2+(2 k+1) /(4 \ell)}
$$

If $k \geq \ell$ then by Theorem 3.1

$$
\begin{aligned}
\left(C_{2 k+1}\left(E_{N}\right) C_{2 \ell}\left(E_{N}\right)\right)^{2 k+1} & =C_{2 k+1}\left(E_{N}\right)^{2 \ell} C_{2 \ell}\left(E_{N}\right)^{2 k+1} C_{2 k+1}\left(E_{N}\right)^{2 k-2 \ell+1} \\
& \gg N^{2 k+1} C_{2 k+1}\left(E_{N}\right)^{2 k-2 \ell+1} \\
& \gg N^{2 k+1},
\end{aligned}
$$

so that

$$
C_{2 k+1}\left(E_{N}\right) C_{2 \ell}\left(E_{N}\right) \gg N .
$$

## 4 On the complexity of a family related to the Legendre symbol

In this section we study large families of finite, binary sequences

$$
E_{N}=\left(e_{1}, e_{2}, \ldots, e_{N}\right) \in\{-1,+1\}^{N}
$$

In many applications it is not enough to know that the family contains many binary sequences with strong pseudorandom properties; it is also important that the family has a "rich", "complex" structure, there are many "independent" sequences in it. Ahlswede, Khachatrian, Mauduit and Sárközy [1] introduced the notion of $f$-complexity (" $f$ " for family):

## Definition 4.1 (Ahlswede, Khachatrian, Mauduit, Sárközy)

 The family complexity $C(\mathcal{F})$ of a family $\mathcal{F}$ of binary sequences $E_{N} \in\{-1,+1\}^{N}$ is defined as the greatest integer $j$ so that for any $1 \leq i_{1}<i_{2}<\cdots<i_{j} \leq N$, and for $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{j} \in\{-1,+1\}^{j}$, we have at least one $E_{N}=\left(e_{1}, \ldots, e_{N}\right) \in \mathcal{F}$ for which$$
e_{i_{1}}=\varepsilon_{1}, e_{i_{2}}=\varepsilon_{2}, \ldots, e_{i_{j}}=\varepsilon_{j} .
$$

In [1] in Section 3 the following is proved: In order to get an upper bound for $C(\mathcal{F})$, we take all specifications of the form

$$
\begin{equation*}
e_{1}=\varepsilon_{1}, e_{2}=\varepsilon_{2}, \ldots, e_{C(\mathcal{F})}=\varepsilon_{C(\mathcal{F})} . \tag{4.1}
\end{equation*}
$$

By the definition of $f$-complexity, for such a specification, there is a sequence $E \in \mathcal{F}$ for which (4.1) holds. $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{C(\mathcal{F})}$ may take $2^{C(\mathcal{F})}$ different values, thus,

$$
2^{C(\mathcal{F})} \leq|\mathcal{F}|
$$

So:
Proposition 4.1 (Ahlswede, Khachatrian, Mauduit, Sárközy)

$$
C(\mathcal{F}) \leq \frac{\log |\mathcal{F}|}{\log 2}
$$

Numerous binary sequences have been tested for pseudorandomness by J. Cassaigne, Z. Chen, X. Du, L. Goubin, K. Gyarmati, S. Ferenczi, S. Li, H. Liu, C. Mauduit, L. Mérai, J. Rivat and A. Sárközy. However, the first constructions produced only "few" pseudorandom sequences, usually for a fixed
integer $N$, the construction provided only one pseudorandom sequence $E_{N}$ of length N. L. Goubin, C. Mauduit, A. Sárközy [31] succeeded in constructing large families of pseudorandom binary sequences. Their construction was the following:

Construction 4.1 (Goubin, Mauduit, Sárközy) Suppose that $p$ is a prime number, and $f(x) \in \mathbb{F}_{p}[x]$ is a polynomial with degree $k>0$ and no multiple zero in $\overline{\mathbb{F}}_{p}$. Define the binary sequence $E_{p}=\left(e_{1}, \ldots, e_{p}\right)$ by

$$
e_{n}= \begin{cases}\left(\frac{f(n)}{p}\right) & \text { for }(f(n), p)=1  \tag{4.2}\\ +1 & \text { for } p \mid f(n)\end{cases}
$$

Ahlswede, Khachatrian, Mauduit and Sárközy [1] proved the following:
Theorem 4.A (Ahlswede, Khachatrian, Mauduit, Sárközy) Let p be a prime. Consider all the polynomials $f(x)$ such that

$$
0<\operatorname{deg} f(x) \leq K
$$

(where $\operatorname{deg} f(x)$ denotes the degree of $f(x))$ and $f(x)$ has no multiple zero in $\overline{\mathbb{F}}_{p}$. For each of these polynomials $f(x)$, consider the binary sequence $E_{p}=E_{p}(f)=\left(e_{1}, e_{2}, \ldots, e_{p}\right) \in\{-1,+1\}^{p}$ defined by (4.2), and let $\mathcal{F}_{1}$ denote the family of all the binary sequences obtained in this way. Then

$$
\begin{equation*}
C\left(\mathcal{F}_{1}\right) \geq K \tag{4.3}
\end{equation*}
$$

By Proposition 4.1 it is clear that

$$
\left|C\left(\mathcal{F}_{1}\right)\right| \leq \frac{\log \left|\mathcal{F}_{1}\right|}{\log 2} \leq \frac{K+1}{\log 2} \log p .
$$

We will improve on (4.3) and we will prove the following:
Theorem 4.1 For the family defined in Theorem 4.1 we have

$$
\begin{equation*}
C\left(\mathcal{F}_{1}\right) \geq \frac{K-1}{2 \log 2} \log p-O(K \log (K \log p)) \tag{4.4}
\end{equation*}
$$

### 4.1 Proof of Theorem 4.1

In this proof $c_{1}, c_{2}$ will denote absolute constants. For $K \geq p^{1 / 2} / \log p$ the right-hand side of (4.4) is negative, so the theorem is trivial. Thus we may suppose that

$$
\begin{equation*}
K<p^{1 / 2} / \log p . \tag{4.5}
\end{equation*}
$$

Let $k$ be the greatest odd integer with $k \leq K$. Let

$$
\begin{equation*}
j \leq \frac{k}{2 \log 2} \log p-\frac{c_{1} k}{\log 2} \log (k \log p), \tag{4.6}
\end{equation*}
$$

where we will fix the value of the absolute constant $c_{1}$ later. Suppose that we have the specification

$$
\begin{equation*}
e_{n_{1}}=\varepsilon_{1}, e_{n_{2}}=\varepsilon_{2}, \ldots, e_{n_{j}}=\varepsilon_{j} . \tag{4.7}
\end{equation*}
$$

Let $I=\left\{n_{1}, n_{2}, \ldots, n_{j}\right\}$. We will consider all polynomials $f(x)$ of the form

$$
\begin{equation*}
f_{a_{1}, a_{2}, \ldots, a_{k}}(x)=\left(x-a_{1}\right)\left(x-a_{2}\right) \cdots\left(x-a_{k}\right) \tag{4.8}
\end{equation*}
$$

with $a_{i} \notin I$, and we will prove by a counting argument that there is at least one $k$-tuple $a_{1}, a_{2}, \ldots, a_{k}$ (where $a_{i} \notin I$ ) for which the sequence $E_{p}$ defined by (4.2) with $f_{a_{1}, a_{2}, \ldots, a_{k}}(x)$ in place of $f(x)$ satisfies (4.7). Suppose that $\beta_{1}, \beta_{2}, \ldots, \beta_{t}$ are the roots of $f(x)$ which have odd multiplicity in the factorization of $f(x)$. Since the degree of $f(x)$ is odd, $t$ the number of these roots are also odd, so $t \geq 1$. Let $f_{1}(x)=\left(x-\beta_{1}\right)\left(x-\beta_{2}\right) \ldots\left(x-\beta_{t}\right)$. Then $f_{1}(x)$ has no multiple zero and the sequence $E_{p}^{\prime}$ defined by (4.2) with $f_{1}(x)$ in place of $f(x)$ satisfies (4.7).

Since this will be true for every $j \leq \frac{k}{2 \log 2} \log p-\frac{c_{1} k}{\log 2} \log (k \log p)$ from this

$$
C(\mathcal{F}) \geq\left[\frac{k}{2 \log 2} \log p-\frac{c_{1} k}{\log 2} \log (k \log p)\right] \geq \frac{K-1}{2 \log 2} \log p-c_{2} K \log (K \log p)
$$

follows.
Now consider a $k$-tuple $a_{1}, a_{2}, \ldots, a_{k}$ with $a_{i} \notin I$, and consider the corresponding polynomial

$$
f_{a_{1}, a_{2}, \ldots, a_{k}}(x)=\left(x-a_{1}\right)\left(x-a_{2}\right) \cdots\left(x-a_{k}\right) .
$$

Define the sequence $E_{p}=\left(e_{1}, e_{2}, \ldots, e_{p}\right)$ by

$$
e_{n}= \begin{cases}\left(\frac{f_{a_{1}, a_{2}, \ldots, a_{k}}(n)}{p}\right) & \text { if }\left(f_{a_{1}, \ldots, a_{k}}(n), p\right)=1, \text { so } n \neq a_{i} \text { for } 1 \leq i \leq k  \tag{4.9}\\ 1 & \text { if } p \mid f_{a_{1}, \ldots, a_{k}}(n), \text { so } n=a_{i} \text { for some } 1 \leq i \leq k .\end{cases}
$$

Clearly,

$$
\frac{1}{2}\left(1+\varepsilon_{i} e_{n_{i}}\right)= \begin{cases}1 & \text { if } e_{n_{i}}=\varepsilon_{i} \\ 0 & \text { if } e_{n_{i}}=-\varepsilon_{i} .\end{cases}
$$

If $n_{i} \neq a_{s}$ for $1 \leq s \leq l$ then

$$
\frac{1}{2}\left(1+\varepsilon_{i}\left(\frac{\left(n_{i}-a_{1}\right)\left(n_{i}-a_{2}\right) \cdots\left(n_{i}-a_{k}\right)}{p}\right)\right)= \begin{cases}1 & \text { if } e_{n_{i}}=\varepsilon_{i} \\ 0 & \text { if } e_{n_{i}}=-\varepsilon_{i} .\end{cases}
$$

Let $N$ be the number of polynomials $f_{a_{1}, a_{2}, \ldots, a_{k}}(x) \in \mathbb{F}_{p}[x]$ with $a_{1}, a_{2}, \ldots, a_{k} \in \mathbb{F}_{p} \backslash I$ such that for the sequence (4.9) specification (4.7) holds. Then

$$
\begin{equation*}
N=\sum_{\substack{a_{1}=0 \\ a_{1} \notin I \\ a_{2}=1 \\ a_{2} \notin I \\ a_{2}}}^{p-1} \cdots \sum_{\substack{a_{k}=0 \\ a_{k} \notin I}}^{p-1} \frac{1}{2^{j}} \prod_{i=1}^{j}\left(1+\varepsilon_{i}\left(\frac{\left(n_{i}-a_{1}\right)\left(n_{i}-a_{2}\right) \cdots\left(n_{i}-a_{k}\right)}{p}\right)\right) . \tag{4.10}
\end{equation*}
$$

Here

$$
\begin{aligned}
A\left(a_{1}, \ldots, a_{k}\right) & \stackrel{\text { def }}{=} \prod_{i=1}^{j}\left(1+\varepsilon_{i}\left(\frac{\left(n_{i}-a_{1}\right) \cdots\left(n_{i}-a_{k}\right)}{p}\right)\right) \\
& =1+\sum_{\ell=1}^{j} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{\ell} \leq j} \varepsilon_{i_{1}} \varepsilon_{i_{2}} \cdots \varepsilon_{i_{\ell}}\left(\frac{\left(n_{i_{1}}-a_{1}\right) \cdots\left(n_{i_{1}}-a_{k}\right)}{p}\right) \\
& \left(\frac{\left(n_{i_{2}}-a_{1}\right) \cdots\left(n_{i_{2}}-a_{k}\right)}{p}\right) \cdots\left(\frac{\left(n_{i_{\ell}}-a_{1}\right) \cdots\left(n_{i_{\ell}}-a_{k}\right)}{p}\right)
\end{aligned}
$$

The Legendre symbol is multiplicative, thus

$$
\begin{aligned}
A\left(a_{1}, \ldots, a_{k}\right)= & 1+\sum_{\ell=1}^{j} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{\ell} \leq j} \varepsilon_{i_{1}} \varepsilon_{i_{2}} \cdots \varepsilon_{i_{\ell}} \\
& \prod_{j=1}^{k}\left(\frac{\left(n_{i_{1}}-a_{j}\right)\left(n_{i_{2}}-a_{j}\right) \ldots\left(n_{i_{\ell}}-a_{j}\right)}{p}\right) .
\end{aligned}
$$

Writing this in (4.10) we get

$$
\begin{aligned}
N & =\sum_{\substack{a_{1}=0 \\
a_{1} \notin I}}^{p-1} \cdots \sum_{\substack{a_{k}=0 \\
a_{k} \notin I}}^{p-1} \frac{1}{2^{j}}\left(1+\sum_{\ell=1}^{j} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{\ell} \leq j} \varepsilon_{i_{1}} \cdots \varepsilon_{i_{\ell}}\right. \\
& \left.\prod_{t=1}^{k}\left(\frac{\left(n_{i_{1}}-a_{t}\right)\left(n_{i_{2}}-a_{t}\right) \ldots\left(n_{i_{\ell}}-a_{t}\right)}{p}\right)\right),
\end{aligned}
$$

$$
\begin{align*}
& N=\frac{(p-|I|)^{k}}{2^{j}}+\frac{1}{2^{j}} \sum_{\substack{a_{1}=0 \\
a_{1} \notin I}}^{p-1} \cdots \sum_{\substack{a_{k}=0 \\
a_{k} \notin I}}^{p-1} \sum_{\ell=1}^{j} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{\ell} \leq j} \varepsilon_{i_{1}} \cdots \varepsilon_{i_{\ell}} \\
& \prod_{t=1}^{k}\left(\frac{\left(n_{i_{1}}-a_{t}\right)\left(n_{i_{2}}-a_{t}\right) \ldots\left(n_{i_{\ell}}-a_{t}\right)}{p}\right) \\
& =\frac{(p-j)^{k}}{2^{j}}+\frac{1}{2^{j}} \sum_{\ell=1}^{j} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{\ell} \leq j} \varepsilon_{i_{1}} \cdots \varepsilon_{i_{\ell}} \sum_{\substack{a_{1}=0 \\
a_{1} \notin I}}^{p-1} \cdots \sum_{\substack{a_{k}=0 \\
a_{k} \notin I}}^{p-1} \\
& =\frac{(p-j)^{k}}{2^{j}}+\frac{1}{2^{j}} \sum_{\ell=1}^{j} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{\ell} \leq j} \varepsilon_{i_{1}} \cdots \varepsilon_{i_{\ell}} \\
& \prod_{t=1}^{k}\left(\frac{\left(n_{i_{1}}-a_{t}\right)\left(n_{i_{2}}-a_{t}\right) \ldots\left(n_{i_{\ell}}-a_{t}\right)}{p}\right) \\
& \left(\sum_{a=0}^{p-1} \frac{\left(n_{i_{1}}-a\right)\left(n_{i_{2}}-a\right) \ldots\left(n_{i_{\ell}}-a\right)}{p}\right)^{k} . \tag{4.11}
\end{align*}
$$

Lemma 4.1 (Weil) Suppose that $p$ is a prime, $\chi$ is a non-principal character modulo $p$ of order $d$, $f \in \mathbb{F}_{p}[x]$ has s distinct roots in $\overline{\mathbb{F}}_{p}$, and it is not a constant multiple of the $d$-th power of a polynomial over $\mathbb{F}_{p}$. Then:

$$
\left|\sum_{n \in \mathbb{F}_{p}} \chi(f(n))\right|<s p^{1 / 2}
$$

## Poof of Lemma 4.1

This is Weil's theorem, see [106].
By the triangle-inequality and by Lemma 4.1:

$$
\begin{aligned}
& \left|\sum_{\substack{a=0 \\
a \notin I}}^{p-1}\left(\frac{\left(n_{i_{1}}-a\right)\left(n_{i_{2}}-a\right) \ldots\left(n_{i_{\ell}}-a\right)}{p}\right)\right| \leq \\
& \left|\sum_{a=0}^{p-1}\left(\frac{\left(n_{i_{1}}-a\right)\left(n_{i_{2}}-a\right) \ldots\left(n_{i_{\ell}}-a\right)}{p}\right)\right|+j \leq \ell p^{1 / 2}+j \leq j p^{1 / 2}+|I| .
\end{aligned}
$$

Thus by (4.11) and the triangle-inequality

$$
N \geq \frac{(p-j)^{k}}{2^{j}}-\frac{1}{2^{j}} \sum_{\ell=1}^{j} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{\ell} \leq j}\left(j p^{1 / 2}+j\right)^{k}=\frac{(p-j)^{k}}{2^{j}}-\left(j p^{1 / 2}+j\right)^{k} .
$$

Thus $N>0$ follows from

$$
\begin{align*}
\frac{p-j}{2^{j / k}} & >j p^{1 / 2}+j \\
p & >2^{j / k}\left(j p^{1 / 2}+j\right)+j . \tag{4.12}
\end{align*}
$$

Thus it remains to prove (4.12). By (4.6)

$$
\begin{aligned}
2^{j / k}\left(j p^{1 / 2}+j\right)+j & \leq 2^{\left(\frac{1}{2 \log 2} \log p-\frac{c_{1}}{\log 2} \log (k \log p)\right)}\left(\frac{k}{2 \log 2} p^{1 / 2} \log p+\frac{k}{2 \log 2} \log p\right) \\
& +\frac{k}{2 \log 2} \log p \leq \frac{p^{1 / 2}}{(k \log p)^{c_{1}}}\left(\frac{k \log p}{2 \log 2} p^{1 / 2}+\frac{k p^{1 / 2} \log p}{2 \cdot 3^{1 / 2} \log 2}\right) \\
& +\frac{k}{2 \log 2} \log p \leq \frac{p^{1 / 2}}{(k \log p)^{c_{1}}} 1.138(k \log p) p^{1 / 2}+\frac{k}{2 \log 2} \log p .
\end{aligned}
$$

By this and (4.5)

$$
\begin{aligned}
2^{j / k}\left(j p^{1 / 2}+j\right)+j & \leq 1.138 \frac{p}{(k \log p)^{c_{1}-1}}+\frac{p^{1 / 2}}{2 \log 2} \\
& \leq 1.138 \frac{p}{(k \log p)^{c_{1}-1}}+\frac{p}{2 \cdot 3^{1 / 2} \log 2} \\
& \leq 1.138 \frac{p}{(k \log p)^{c_{1}-1}}+0.414 p .
\end{aligned}
$$

For $c_{1}=9$ we have

$$
2^{j / k}\left(j p^{1 / 2}+j\right)+j \leq 1.138 \frac{p}{(\log 3)^{8}}+0.414 p<p
$$

which proves (4.12). Thus for $j \leq \frac{k}{2 \log 2} \log p-\frac{9 k}{\log 2} \log (k \log p)$ we have that (4.12) holds. Then $N>0$. So there is a sequence $E_{p}$ for which specification (4.7) holds. Thus we proved
$C\left(\mathcal{F}_{1}\right) \geq\left[\frac{k}{2 \log 2} \log p-\frac{9 k}{\log 2} \log (k \log p)\right] \geq \frac{K-1}{2 \log 2} \log p-O(K \log (K \log p))$.

## 5 On the correlation of subsequences

A sequence $E_{N}$ is considered a "good" pseudorandom sequence if each of these measures $W\left(E_{N}\right), C_{\ell}\left(E_{N}\right)$ (at least for small $\ell$ ) is "small" in terms of $N$ (in particular all are $o(N)$ as $N \longrightarrow \infty$ ). Indeed, it was proved in [14] that for a truly random sequence $E_{N} \subseteq\{-1,+1\}^{N}$ each of these measures is $\ll \sqrt{N \log N}$ and $\gg \sqrt{N}$. Later these bounds were sharpened by Alon, Kohayakawa, Mauduit, Moreira and Rödl [4] (see Theorems 1.A and 1.B).

Numerous binary sequences have been tested for pseudorandomness by several authors. In the best constructions we have $W\left(E_{N}\right) \ll \sqrt{N}(\log N)^{c_{1}}$ and $C_{\ell}\left(E_{N}\right) \ll \sqrt{N}(\log N)^{c_{\ell}}$ with positive constants $c_{1}$ and $c_{\ell}$. From this it follows that

$$
\begin{equation*}
\left|U\left(E_{N}, t, a, b\right)\right| \ll N^{1 / 2}(\log N)^{c_{1}} \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|V\left(E_{N}, M, D\right)\right| \ll N^{1 / 2}(\log N)^{c_{\ell}} \tag{5.2}
\end{equation*}
$$

(for all $t, a, b, M, D)$. For every $M$ and $t$, we trivially have

$$
\begin{aligned}
& \max _{E_{N} \in\{-1,+1\}^{N}}\left|U\left(E_{N}, t, a, b\right)\right|=t \\
& \max _{E_{N} \in\{-1,+1\}^{N}}\left|V\left(E_{N}, M, D\right)\right|=M
\end{aligned}
$$

If $\left|U\left(E_{N}, t, a, b\right)\right|$ is large compared with $t$ or $\left|V\left(E_{N}, M, D\right)\right|$ is large compared with $M$, then it may occur that our sequence $E_{N}$ has a "part" with weak pseudorandom properties. Indeed, if $t$ or $M$ is smaller than $\sqrt{N}$ then the estimates (5.1) and (5.2) are trivial. Thus it may occur that, say, we want to encrypt a message of estimated length slightly less than $N$, thus we use an $N$ bit sequence possessing strong pseudorandom properties. However, it may turn out that the text to be encrypted is of length less than, say, $\sqrt{N}$. In this case we use only a short part (of length $\sqrt{N}$ ) of the sequence although we do not have any control over the pseudorandom properties of the short subsequences. In this section we would like to present constructions with non-trivial estimates for $V\left(E_{N}, M, D\right)$ in case of small $M$ 's.

Theorem 5.1 For every $N$ there is a binary sequence $E_{N} \in\{-1,+1\}^{N}$ such that if $D=\left(d_{1}, d_{2}, \ldots, d_{\ell}\right)$ and $M \leq N^{1 / 2}$ are such that $0 \leq d_{1}<d_{2}<\cdots<$ $d_{\ell}<M+d_{\ell} \leq N$, then we have

$$
\begin{equation*}
\left|V\left(E_{N}, M, D\right)\right| \ll \ell^{2} N^{1 / 4} \log N . \tag{5.3}
\end{equation*}
$$

From this follows that for $1 \leq M \leq N$ we have

$$
\left|V\left(E_{N}, M, D\right)\right| \ll \ell^{2}\left\lceil\frac{M}{N^{1 / 2}}\right\rceil N^{1 / 4} \log N
$$

Corollary 5.1 For the binary sequence $E_{N} \in\{-1,+1\}^{N}$ constructed in the proof of Theorem 5.1 we have

$$
\begin{equation*}
C_{\ell}\left(E_{M}\right) \ll \ell^{2}\left\lceil\frac{M}{N^{1 / 2}}\right\rceil N^{1 / 4} \log N \tag{5.4}
\end{equation*}
$$

for every $M \leq N$ and $E_{M} \subseteq E_{N}$ (so $E_{M}$ is of the form $\left(e_{x}, e_{x+1}, \ldots, e_{M}\right)$ ).
It is an interesting question whether similar results hold for $U\left(E_{N}, t, a, b\right)$ ?
Theorem 5.1 is not optimal in the sense that it follows from (5.4) for the sequence $E_{N}$ which satisfies the conditions of Theorem 5.1 that

$$
C_{\ell}\left(E_{N}\right) \ll \ell^{2} N^{3 / 4} \log N,
$$

while in the best constructions we have $C_{\ell}\left(E_{N}\right) \ll N^{1 / 2}(\log N)^{c_{\ell}}$. Next we will show the existence of such a sequence.

Theorem 5.2 For every $N$ there is a binary sequence $E_{N} \in\{-1,+1\}^{N}$ such that if $D=\left(d_{1}, d_{2}, \ldots, d_{\ell}\right)$ and $M \leq N^{1 / 2}$ satisfy $0 \leq d_{1}<d_{2}<\cdots<d_{\ell}<$ $M+d_{\ell} \leq N$, then we have

$$
\begin{equation*}
\left|V\left(E_{N}, M, D\right)\right| \ll \ell^{2} N^{1 / 4} \log N . \tag{5.5}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
C_{\ell}\left(E_{N}\right) \ll \ell^{2} N^{1 / 2}(\log N)^{2} \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
W\left(E_{N}\right) \ll N^{3 / 4} \log N \tag{5.7}
\end{equation*}
$$

holds.
From (5.5) follows that for $1 \leq M \leq N$ we have

$$
\left|V\left(E_{N}, M, D\right)\right| \ll \ell^{2}\left\lceil\frac{M}{N^{1 / 2}}\right\rceil N^{1 / 4} \log N .
$$

Corollary 5.2 For the binary sequence $E_{N} \in\{-1,+1\}$ constructed in the
proof of Theorem 5.2 we have

$$
\begin{align*}
C_{\ell}\left(E_{M}\right) & \ll \ell^{2}\left\lceil\frac{M}{N^{1 / 2}}\right\rceil N^{1 / 4} \log N  \tag{5.8}\\
W\left(E_{M}\right) & \ll\left\lceil\frac{M}{N^{1 / 2}}\right]^{1 / 2} M^{1 / 2} N^{1 / 8}(\log N)^{1 / 2}, \tag{5.9}
\end{align*}
$$

for every $M \leq N$ and $E_{M} \subseteq E_{N}$ (where $E_{M}$ is of the form $\left.\left(e_{x}, e_{x+1}, \ldots, e_{x+M-1}\right)\right)$. Moreover

$$
C_{\ell}\left(E_{N}\right) \ll \ell^{2} N^{1 / 2}(\log N)^{2}
$$

and

$$
W\left(E_{N}\right) \ll N^{3 / 4} \log N
$$

holds.
The proofs of Theorems 5.1 and 5.2 are constructive. The construction in Theorem 5.2 uses two-dimensional binary lattices (see Section 1). In [50] we reduced the two dimensional case to the one dimensional one by the following way: To any 2 -dimensional binary $N$-lattice

$$
\begin{equation*}
\eta(\underline{x}): I_{N}^{2} \rightarrow\{-1,+1\} \tag{5.10}
\end{equation*}
$$

we may assign a unique binary sequence $E_{N^{2}}=E_{N^{2}}(\eta)=\left(e_{1}, e_{2}, \ldots, e_{N^{2}}\right) \in$ $\{-1,+1\}^{N}$ by taking the first (from the bottom) row of the lattice (5.10) then we continue the binary sequence by taking the second row of the lattice, then the third row follows, etc.; in general, we set

$$
\begin{equation*}
e_{i N+j}=\eta((j-1, i)) \text { for } i=0,1, \ldots, N-1, j=1,2, \ldots, N \text {. } \tag{5.11}
\end{equation*}
$$

In [50] we asked if it is true that if $E_{N^{2}}(\eta)$ is a "good" pseudorandom binary sequence then $\eta$ is a "good" pseudorandom 2-dimensional lattice? The answer to this question is negative; we showed that it may occur that the pseudorandom measures of the sequence $E_{N^{2}}(\eta)$ are small, however, the corresponding pseudorandom measures of the lattice $\eta$ are large. Here we study the opposite. We will prove that if the lattice $\eta$ has small correlation measure, then the corresponding $E_{N}^{2}(\eta)$ sequence has small correlation measures as well.

Theorem 5.3 Let $\eta$ be an arbitrary binary lattice. Then

$$
C_{\ell}\left(E_{N^{2}}(\eta)\right) \leq(\ell+2) C_{\ell}(\eta)
$$

By $C_{\ell}(\eta) \leq Q_{\ell}(\eta)$ it follows that

Corollary 5.3 Let $\eta$ be an arbitrary binary lattice. Then

$$
C_{\ell}\left(E_{N^{2}}(\eta)\right) \leq(\ell+2) Q_{\ell}(\eta)
$$

In the proof of Theorem 5.2 we will use Theorem 5.3. But Theorem 5.3 is of independent interest: by using Theorem 5.3 we can construct pseudorandom binary sequences by using pseudorandom binary lattices.

We remark that one may obtain similar results for shorter intervals in Theorem 5.2: If $t$ is an integer then for $M \leq N^{1 / t}$ we have

$$
\left|V\left(E_{N}, M, D\right)\right| \ll N^{1 /(2 t)} \log N
$$

in place of $(5.5)$ while $C_{\ell}\left(E_{N}\right) \ll N^{1 / 2}(\log N)^{c_{\ell}}$ and $W\left(E_{N}\right) \ll N^{3 / 4}(\log N)^{c_{1}}$ also holds. However the proof of this result would be lengthy (we would need more sophisticated sums as the ones in Lemma 5.4 and the relation between the pseudorandom measures of the binary lattices and the associated binary sequences is more complicated) thus we omit here the details, but one might like to return to this problem in a subsequent paper.

Throughout the section $[a, b]$ will denote the set $\{a, a+1, \ldots, b\}$.

### 5.1 Proofs

## Proof of Theorem 5.1

For $N=2$ the theorem is trivial. For $N \geq 3$ by Chebysev's theorem there exists an odd prime $p$ such that

$$
\begin{equation*}
N^{1 / 2}<p<2 N^{1 / 2} . \tag{5.12}
\end{equation*}
$$

For an irreducible polynomial $f(x) \in \mathbb{F}_{p}[x]$ of degree $k \geq 2$, we define a binary sequence $E_{p}(f)=\left(e_{1}, e_{2}, \ldots, e_{p}\right)$ by the following way:

$$
e_{n}=\left(\frac{f(n)}{p}\right) .
$$

(We remark that since $f$ is irreducible, for an integer $n, f(n)$ is never divisible by $p$ thus $\left(\frac{f(n)}{p}\right)$ always assumes $\pm 1$.) Next we will construct a pseudorandom binary sequence for which (5.3) holds. Let $f_{1}(x), f_{2}(x), \ldots, f_{p}(x)$ be different irreducible polynomials of degree $k \geq 2$ and for $1 \leq i \leq p$ let $f_{i}(x)$ be of the form

$$
\begin{equation*}
f_{i}(x)=x^{k}+a_{i, k-2} x^{k-2}+a_{i, k-3} x^{k-3}+\cdots+a_{i, 0} \tag{5.13}
\end{equation*}
$$

with $a_{i, j} \in \mathbb{F}_{p}$. (so the coefficient of $x^{k-1}$ is 0 in $f_{i}(x)$ ). We remark that the
number of monic irreducible polynomials of degree $k<p$ over the finite field $\mathbb{F}_{q}$ is

$$
L_{q}(k)=\frac{1}{k} \sum_{d \mid k} \mu\left(\frac{k}{d}\right) q^{d}
$$

see [29, pp. 602-629]. For $k \geq 4$

$$
L_{q}(k) \geq \frac{1}{k} q^{k}-\frac{1}{k} \sum_{d=1}^{[k / 2]} q^{d} \geq \frac{1}{k} q^{k}-\frac{1}{k} q \frac{q^{k / 2}-1}{q-1} \geq \frac{1}{k}\left(q^{k}-q^{(k+2) / 2}\right) \geq \frac{1}{2 k} q^{k} .
$$

For every $j \in \mathbb{F}_{q}$ consider $f(x+j)$. Between these $q$ different irreducible polynomials there is exactly one which is of the form

$$
f(x+j)=x^{k}+a_{k-2} x^{k-2}+\cdots+a_{0}
$$

(so the coefficient of $x^{k-1}$ is 0 in $f(x+j)$ ). Thus for $k \geq 4$ and $p \geq 3$ the number of irreducible polynomials which are of the form $x^{k}+a_{k-2} x^{k-2}+$ $\cdots+a_{0}$ is

$$
\begin{equation*}
N_{q}(k) \stackrel{\text { def }}{=} \frac{1}{q} L_{q}(k) \geq \frac{1}{2 k} q^{k-1} . \tag{5.14}
\end{equation*}
$$

For $k \geq 4, p \geq 3$ we have $N_{p}(k) \geq p$, thus there exist $p$ different irreducible polynomials $f_{1}(x), f_{2}(x), \ldots, f_{p}(x)$ which are of the form (5.13). Let

$$
\begin{equation*}
E_{p^{2}} \stackrel{\text { def }}{=}\left(E_{p}\left(f_{1}\right), E_{p}\left(f_{2}\right), \ldots, E_{p}\left(f_{p}\right)\right) \tag{5.15}
\end{equation*}
$$

where $E_{p^{2}}$ is a binary sequence of length $p^{2}$ obtained by writing the elements of $E_{p}\left(f_{1}\right), E_{p}\left(f_{2}\right), \ldots, E_{p}\left(f_{p}\right)$ successively. Let $E_{p^{2}}=\left(e_{1}, e_{2}, \ldots, e_{p^{2}}\right)$ and since by (5.12) we have

$$
N<p^{2}<4 N,
$$

we may define $E_{N}$ by the sequence of the first $N$ elements of $E_{p^{2}}$ :

$$
E_{N}=\left(e_{1}, e_{2}, \ldots, e_{N}\right)
$$

If $M<p, D=\left(d_{1}, \ldots, d_{\ell}\right)$

$$
\begin{aligned}
& V\left(E_{N}, M, D\right)=V\left(E_{p^{2}}, M, D\right) \\
& =e_{1+d_{1}} e_{1+d_{2}} \ldots e_{1+d_{\ell}}+e_{2+d_{1}} e_{2+d_{2}} \ldots e_{2+d_{\ell}}+\cdots+e_{M+d_{1}} e_{M+d_{2}} \ldots e_{M+d_{\ell}} .
\end{aligned}
$$

Next we will prove that for each $1 \leq i \leq \ell$ and $1 \leq n<M$, there exist
integers $a_{i}, b_{i}$ and intervals $I_{i}=\left\{1,2, \ldots, b_{i}\right\}$ and $J_{i}=\left\{b_{i}+1, b_{i}+2, \ldots, M\right\}$ such that

$$
e_{n+d_{i}}= \begin{cases}\left(\frac{f_{a_{i}}\left(n+d_{i}\right)}{p}\right) & \text { if } n \in I_{i},  \tag{5.16}\\ \left(\frac{f_{a_{i}+1}\left(n+d_{i}\right)}{p}\right) & \text { if } n \in J_{i}\end{cases}
$$

(if $b_{i}=M$ then $J_{i}=\emptyset$ ). Indeed, let $m_{p}(x)$ denote the least nonnegative integer with

$$
x \equiv m_{p}(x) \quad(\bmod p),
$$

so $0 \leq m_{p}(x) \leq p-1$. Then

$$
n+d_{i}=\left[\frac{n+d_{i}-1}{p}\right] p+m_{p}\left(n+d_{i}-1\right)+1 .
$$

Thus

$$
\begin{equation*}
e_{n+d_{i}}=f_{\left[\frac{n+d_{i}-1}{p}\right]+1}\left(m_{p}\left(n+d_{i}-1\right)+1\right)=f_{\left[\frac{n+d_{i}-1}{p}\right]+1}\left(n+d_{i}\right) . \tag{5.17}
\end{equation*}
$$

In (5.16) $0 \leq n \leq M<p$. Let $d_{i}=q_{i} p+s_{i}$ where $0 \leq s_{i} \leq p-1$. Then

$$
\begin{align*}
{\left[\frac{n+d_{i}-1}{p}\right] } & =\left[\frac{q_{i} p+s_{i}+n-1}{p}\right]=q_{i}+\left[\frac{s_{i}+n-1}{p}\right] \\
& = \begin{cases}q_{i} & \text { if } n \leq p-s_{i}, \\
q_{i}+1 & \text { if } n>p-s_{i},\end{cases} \tag{5.18}
\end{align*}
$$

which proves (5.16) with $a_{i}=q_{i}+1$ and $b_{i}=\max \left\{p-s_{i}, M\right\}$, so $I_{i}=\left[1, b_{i}\right]$, $J_{i}=\left[b_{i}+1, M\right]$ (if $b_{i}=M$ then $J_{i}=\emptyset$ ). Then $\left\{1, b_{1}+1, b_{2}+1, \ldots, b_{\ell}+1, M+1\right\}$ is a multiset which contains integers $1=c_{1}<c_{2}<\cdots<c_{m}=M+1$ where

$$
\begin{equation*}
m \leq \ell+2 \tag{5.19}
\end{equation*}
$$

Then $[0, M]=\cup_{j=1}^{m-1}\left[c_{j}, c_{j+1}-1\right]$. By the definition of the $c_{j}$ 's, $c_{j}<b_{i}+1<$ $c_{j+1}$ is not possible, thus $c_{j+1}-1 \leq b_{i}$ or $b_{i} \leq c_{j}-1$, so $\left[c_{j}, c_{j+1}-1\right] \subseteq\left[0, b_{i}\right]$ or $\left[c_{j}, c_{j+1}-1\right] \subseteq\left[b_{i}+1, M\right]$. Hence

$$
\begin{equation*}
V\left(E_{N}, M, D\right)=\sum_{n=1}^{M} e_{n+d_{1}} \ldots e_{n+d_{\ell}}=\sum_{j=1}^{m-1} \sum_{n \in\left[c_{j}, c_{j+1}-1\right]} e_{n+d_{1}} \ldots e_{n+d_{\ell}} \tag{5.20}
\end{equation*}
$$

Now each interval $\left[c_{j}, c_{j+1}-1\right]$ is either $\subseteq I_{i}$ or $\subseteq J_{i}$ for every $1 \leq i \leq \ell$. Thus for every $d_{1}, d_{2}, \ldots, d_{\ell}$ and for every interval $\left[c_{j}, c_{j+1}-1\right]$ there exists fixed numbers $h_{1}, h_{2}, \ldots, h_{\ell}$ (depending only on $d_{1}, d_{2}, \ldots, d_{\ell}$ and $j$ ) such that
for $n \in\left[c_{j}, c_{j+1}-1\right]$

$$
\begin{aligned}
e_{n+d_{1}} e_{n+d_{2}} \ldots e_{n+d_{\ell}} & =\left(\frac{f_{h_{1}}\left(n+d_{1}\right)}{p}\right)\left(\frac{f_{h_{2}}\left(n+d_{2}\right)}{p}\right) \ldots\left(\frac{f_{h_{\ell}}\left(n+d_{\ell}\right)}{p}\right) \\
& =\left(\frac{f_{h_{1}}\left(n+d_{1}\right) f_{h_{2}}\left(n+d_{2}\right) \ldots f_{h_{\ell}}\left(n+d_{\ell}\right)}{p}\right) .
\end{aligned}
$$

Next we estimate

$$
\begin{aligned}
& \sum_{n \in\left[c_{j}, c_{j+1}-1\right]} e_{n+d_{1}} e_{n+d_{2}} \ldots e_{n+d_{\ell}} \\
= & \sum_{n \in\left[c_{j}, c_{j+1}-1\right]}\left(\frac{f_{h_{1}}\left(n+d_{1}\right) f_{h_{2}}\left(n+d_{2}\right) \ldots f_{h_{\ell}}\left(n+d_{\ell}\right)}{p}\right) .
\end{aligned}
$$

Here $f_{h_{1}}\left(x+d_{1}\right), \ldots, f_{h_{\ell}}\left(x+d_{\ell}\right)$ are different polynomials. Indeed if

$$
f_{h_{r}}\left(x+d_{r}\right)=f_{h_{t}}\left(x+d_{t}\right),
$$

then substituting $x+d_{r}$ by $x$ we get

$$
\begin{equation*}
f_{h_{r}}(x)=f_{h_{t}}\left(x+d_{t}-d_{r}\right) . \tag{5.21}
\end{equation*}
$$

It is easy to see that there is exactly one among the polynomials $f_{h_{t}}(x), f_{h_{t}}(x+1), \ldots, f_{h_{t}}(x+p-1)$ for which the coefficient of $x^{k-1}$ is 0 , and this one is $f_{h_{t}}(x)$. From this and (5.21) follows that

$$
\begin{equation*}
d_{r} \equiv d_{t} \quad(\bmod p) \tag{5.22}
\end{equation*}
$$

Thus from (5.21) we get

$$
f_{h_{r}}(x)=f_{h_{t}}(x) .
$$

Since the polynomials $f_{1}, f_{2}, \ldots, f_{\ell}$ are different, from this

$$
\begin{equation*}
h_{r}=h_{t} \tag{5.23}
\end{equation*}
$$

follows. Now we compute the value $h_{r}=h_{t}$. By (5.17) for $n \in\left[c_{j}, c_{j+1}-1\right]$ $e_{n+d_{r}}=f_{h_{r}}\left(n+d_{r}\right), e_{n+d_{t}}=f_{h_{t}}\left(n+d_{t}\right)$ where

$$
\begin{align*}
& h_{r}=\left[\frac{n+d_{r}-1}{p}\right]+1, \\
& h_{t}=\left[\frac{n+d_{t}-1}{p}\right]+1 . \tag{5.24}
\end{align*}
$$

By (5.23) and (5.24)

$$
\begin{equation*}
\left[\frac{n+d_{r}-1}{p}\right]=\left[\frac{n+d_{t}-1}{p}\right] . \tag{5.25}
\end{equation*}
$$

Now

$$
\begin{equation*}
n+d_{r}=q_{r} p+s_{r}, n+d_{t}=q_{t} p+s_{t} \tag{5.26}
\end{equation*}
$$

where $0 \leq s_{r}, s_{t} \leq p-1$. By (5.22)

$$
\begin{equation*}
s_{r}=s_{t} . \tag{5.27}
\end{equation*}
$$

Now

$$
\left[\frac{n+d_{r}-1}{p}\right]+1=\left[\frac{q_{r} p+s_{r}-1}{p}\right]+1=q_{r}+1+\left[\frac{s_{r}-1}{p}\right] .
$$

Similarly

$$
\left[\frac{n+d_{t}-1}{p}\right]=q_{t}+1+\left[\frac{s_{t}-1}{p}\right] .
$$

By this, (5.25) and (5.27) we have

$$
q_{r}=q_{t} .
$$

By this, (5.26) and (5.27)

$$
d_{r}=d_{t},
$$

which is a contradiction. So indeed, the irreducible polynomials $f_{h_{1}}(x+$ $\left.d_{1}\right), \ldots, f_{h_{\ell}}\left(x+d_{\ell}\right)$ are different. Thus the product $f_{h_{1}}\left(x+d_{1}\right) f_{h_{2}}(x+$ $\left.d_{2}\right) \ldots f_{h_{\ell}}\left(x+d_{\ell}\right)$ is not of the form $c g^{2}(x)$. We will use the following lemma:

Lemma 5.1 (Winterhof) Suppose that $p$ is a prime, $\chi$ is a non-principal character modulo $p$ of order $d, f \in \mathbb{F}_{p}[x]$ has $s$ distinct roots in $\overline{\mathbb{F}}_{p}$, and it is not a constant multiple of the $d$-th power of a polynomial over $\mathbb{F}_{p}$. Let $y$ be a real number with $0<y \leq p$. Then for any $x \in \mathbb{R}$ :

$$
\begin{equation*}
\left|\sum_{x<n \leq x+y} \chi(f(n))\right|<p^{1 / 2} \log p \tag{5.28}
\end{equation*}
$$

## Poof of Lemma 5.1

This lemma is the one-dimensional case of Lemma 5.10 due to Winterhof [107], who derived it from Weil theorem [106]. We mention that a slightly weaker version of the lemma can be found in Lemma 1 in [2] where $9 s p^{1 / 2} \log p$
is proved in place of the right hand side of (5.28). (In the case $f(x)=x$ the best constant factor is achieved by Bourgain, Cochrane, Paulhus and C. Pinner in [10], and their method also works for higher degree polynomials.)

Since later in the proof we will also use Weil's theorem, we state it here as a lemma (see in [71] and [106]):
Lemma 5.2 (Weil) Suppose that $p$ is a prime, $\chi$ is a non-principal character modulo $p$ of order $d$, $f \in \mathbb{F}_{p}[x]$ has $s$ distinct roots in $\overline{\mathbb{F}}_{p}$, and it is not a constant multiple of the d-th power of a polynomial over $\mathbb{F}_{p}$. Then:

$$
\left|\sum_{n \in \mathbb{F}_{p}} \chi(f(n))\right|<s p^{1 / 2}
$$

By Lemma 5.1 we get

$$
\begin{aligned}
& \sum_{n \in\left[c_{j}, c_{j+1}-1\right]} e_{n+d_{1}} e_{n+d_{2}} \ldots e_{n+d_{\ell}} \\
&= \sum_{n \in\left[c_{j}, c_{j+1}-1\right]}\left(\frac{f_{h_{1}}\left(n+d_{1}\right) f_{h_{2}}\left(n+d_{2}\right) \ldots f_{h_{\ell}}\left(n+d_{\ell}\right)}{p}\right) . \\
&<\ell k p^{1 / 2} \log p .
\end{aligned}
$$

By (5.19) and (5.20) we get

$$
\begin{equation*}
\left|V\left(E_{N}, M, D\right)\right| \ll \ell^{2} k p^{1 / 2} \log p \ll \ell^{2} k N^{1 / 4} \log N \tag{5.29}
\end{equation*}
$$

Since $k$, the degree of the polynomials $f_{1}(x), f_{2}(x), \ldots, f_{p}(x)$ can be chosen as $k=4$, from (5.29) we get (5.3), which was to be proved.
Proof of Theorem 5.2 First we will need some technical preparation in order to be able to estimate character sums of the type which appear later in the proof of our theorem. First Katz [67] and Perelmuter-Shparlinski [92] studied character sums over subfields of a finite field. Their result was generalized by Wan [105] who proved the following very general theorem:
Lemma 5.3 (Wan) Let the $f_{i}(T)$ with $1 \leq i \leq n$ be pairwise coprime polynomials. Let $D$ be the degree of the largest squarefree divisor of $\prod_{i=1}^{n} f_{i}(T)$. Let $\chi_{i}$ be a multiplicative character of the field $\mathbb{F}_{q^{m}}$ for $1 \leq i \leq n$. Suppose that for some $1 \leq i \leq n$, there is a root $\xi_{i}$ of multiplicity $m_{i}$ of $f_{i}(T)$ such that the character $\chi^{m_{i}}$ is non-trivial on the set $\operatorname{Norm}_{\mathbb{F}_{q^{m}}\left[\xi_{i}\right] / \mathbb{F}_{q^{m}}}\left(\mathbb{F}_{q}[\xi]\right)$. Then we have

$$
\left|\sum_{a \in \mathbb{F}_{q}} \chi_{1}\left(f_{1}(a)\right) \ldots \chi_{n}\left(f_{n}(a)\right)\right| \leq(m D-1) q^{1 / 2}
$$

Part a) of the following lemma is a consequence of Lemma 5.3, while the estimate in part b) - the incomplete case - is new and I will derive it directly from Weil's theorem. (At the same time I will also give an alternative proof for part a), since in order to do so I just need to add one more sentence to the proof of part b).)

Lemma 5.4 Let $p$ be an odd prime, $q=p^{2}$ and denote the quadratic character of $\mathbb{F}_{q}$ by $\gamma$. Clearly $\mathbb{F}_{p} \subseteq \mathbb{F}_{q}$. Let $I=[a, a+1, a+2, \ldots, b] \subseteq \mathbb{F}_{p}$ and $f(x) \in \mathbb{F}_{q}[x]$ be a polynomial which is not of the form $c g(x) h^{2}(x)$ with $c \in \mathbb{F}_{q}$, $g(x) \in \mathbb{F}_{p}[x]$ and $h(x) \in \mathbb{F}_{q}[x]$. Suppose that $f(x)$ has $m$ distinct zeros in its splitting field over $\mathbb{F}_{p}$. Then

$$
\begin{align*}
& \text { a) }\left|\sum_{x \in \mathbb{F}_{p}} \gamma(f(x))\right| \leq 2 m p^{1 / 2}  \tag{5.30}\\
& \text { b) }\left|\sum_{x \in I} \gamma(f(x))\right| \leq 2 m p^{1 / 2}(1+\log p) . \tag{5.31}
\end{align*}
$$

Proof of Lemma 5.4 Let $n \in \mathbb{F}_{p}$ be a quadratic non-residue modulo $p$, so

$$
\begin{equation*}
\left(\frac{n}{p}\right)=-1 . \tag{5.32}
\end{equation*}
$$

The polynomial $x^{2}-n \in \mathbb{F}_{q}[x]=\mathbb{F}_{p^{2}}[x]$ is reducible in $\mathbb{F}_{q}[x]$, let $\theta \in \mathbb{F}_{q}$ be an element for which

$$
\begin{equation*}
\theta^{2}=n \tag{5.33}
\end{equation*}
$$

in $\mathbb{F}_{q}$. Since $n$ is quadratic non-residue modulo $p, \theta \notin \mathbb{F}_{p}$. Then $\{1, \theta\}$ is a basis of $\mathbb{F}_{q}$ over $\mathbb{F}_{p}$, so every element of $\mathbb{F}_{q}$ can be written uniquely in the form $x+\theta y$ with $x, y \in \mathbb{F}_{p}$. Then define the conjugate of $x+\theta y$ by

$$
\overline{x+\theta y} \stackrel{\text { def }}{=} x-\theta y .
$$

Then for $a, b \in \mathbb{F}_{q}$ we have

$$
\begin{aligned}
\overline{a b} & =\bar{a} \cdot \bar{b}, \\
\overline{a+b} & =\bar{a}+\bar{b},
\end{aligned}
$$

and

$$
\begin{equation*}
a \bar{a} \in \mathbb{F}_{p} . \tag{5.34}
\end{equation*}
$$

It is easy to check that

$$
\begin{equation*}
\overline{x+\theta y}=(x+\theta y)^{p}, \tag{5.35}
\end{equation*}
$$

since by using the Euler lemma for $x, y \in \mathbb{F}_{p}$ we have

$$
\begin{aligned}
(x+\theta y)^{p} & =x^{p}+\theta^{p} y^{p}=x^{p}+\left(\theta^{2}\right)^{p-1 / 2} \theta y^{p}=x+\left(\theta^{2}\right)^{p-1 / 2} \theta y \\
& =x+n^{(p-1) / 2} \theta y=x+\left(\frac{n}{p}\right) \theta y=x-\theta y .
\end{aligned}
$$

Thus the conjugation is an automorphism of $\mathbb{F}_{q}$ which can be extended to an automorphism of $\overline{\mathbb{F}}_{q}$ by

$$
\begin{aligned}
\overline{\mathbb{F}}_{q} & \rightarrow \overline{\mathbb{F}}_{q}, \\
\varepsilon & \rightarrow \varepsilon^{p} .
\end{aligned}
$$

This is the Froebenius automorphism.
Lemma 5.5 For $x, y \in \mathbb{F}_{p}$

$$
\gamma(x+\theta y)=\left(\frac{(x+\theta y) \overline{(x+\theta y)}}{p}\right)=\left(\frac{x^{2}-n y^{2}}{p}\right) .
$$

Proof of Lemma 5.5 Using (5.35) and the Euler lemma we get

$$
\begin{aligned}
\gamma(x+\theta y) & =(x+\theta y)^{(q-1) / 2}=(x+\theta y)^{\left(p^{2}-1\right) / 2} \\
& =(x+\theta y)^{\left(p^{2}-p\right) / 2}(x+\theta y)^{(p-1) / 2} \\
& =\left((x+\theta y)^{p}\right)^{(p-1) / 2}(x+\theta y)^{(p-1) / 2} \\
& =(\overline{x+\theta y})^{(p-1) / 2}(x+\theta y)^{(p-1) / 2} \\
& =(x-\theta y)^{(p-1) / 2}(x+\theta y)^{(p-1) / 2} \\
& =\left(x^{2}-\theta^{2} y^{2}\right)^{(p-1) / 2} \\
& =\left(x^{2}-n y^{2}\right)^{(p-1) / 2},
\end{aligned}
$$

which proves Lemma 5.5.
By Lemma 5.5

$$
\sum_{x \in I} \gamma(f(x))=\sum_{x \in I}\left(\frac{f(x) \overline{f(x)}}{p}\right)
$$

Since $I \subseteq \mathbb{F}_{p}$, if $f(x)=a_{k} x^{k}+\cdots+a_{o}$, then

$$
\begin{aligned}
\sum_{x \in I}\left(\frac{f(x) \overline{f(x)}}{p}\right) & =\sum_{x \in I}\left(\frac{\left(a_{k} x^{k}+\cdots+a_{o}\right) \overline{\left(a_{k} x^{k}+\cdots+a_{o}\right)}}{p}\right) \\
& =\sum_{x \in I}\left(\frac{\left(a_{k} x^{k}+\cdots+a_{o}\right)\left(\overline{a_{k}} x^{k}+\cdots+\overline{a_{o}}\right)}{p}\right)
\end{aligned}
$$

Here the coefficients of $\left(a_{k} x^{k}+\cdots+a_{o}\right)\left(\overline{a_{k}} x^{k}+\cdots+\overline{a_{o}}\right)$ are in $\mathbb{F}_{p}$, since $f(x)$ can be written in the form $p(x)+\theta r(x)$ with $p(x), r(x) \in \mathbb{F}_{p}[x]$ and then $\overline{f(x)}=\overline{a_{k}} x^{k}+\cdots+\overline{a_{o}}=p(x)-\theta r(x)$ so $f(x) \overline{f(x)}=(p(x)+\theta r(x))(p(x)-$ $\theta r(x))=p^{2}(x)-n q^{2}(x) \in \mathbb{F}_{p}[x]$.

Let $b(x)=\left(a_{k} x^{k}+\cdots+a_{o}\right)\left(\overline{a_{k}} x^{k}+\cdots+\overline{a_{o}}\right)$. Then

$$
\sum_{x \in I}\left(\frac{f(x) \overline{f(x)}}{p}\right)=\sum_{x \in I}\left(\frac{b(x)}{p}\right) .
$$

Here we need Weil's theorem. If the conditions of Lemma 5.1 and Lemma 5.2 hold, then using these lemmas we get (5.30) and (5.31) which was to be proved. So indeed, we need to prove that the conditions of Lemma 5.1 and Lemma 5.2 hold for $b(x)$, so $b(x)$ is not of the form $c h^{2}(x)$, with $c \in \mathbb{F}_{p}$, $h(x) \in \mathbb{F}_{p}[x]$.

Let

$$
f(x)=a_{k}\left(x-\varepsilon_{1}\right)\left(x-\varepsilon_{2}\right) \ldots\left(x-\varepsilon_{k}\right)
$$

where $a_{k} \in \mathbb{F}_{q}, \varepsilon_{1}, \ldots, \varepsilon_{k} \in \overline{\mathbb{F}}_{p}$. Then for $x \in \mathbb{F}_{p}$

$$
\begin{aligned}
\overline{f(x)} & =\overline{a_{k}}\left(\bar{x}-\overline{\varepsilon_{1}}\right) \cdots\left(\bar{x}-\overline{\varepsilon_{k}}\right) \\
& =\overline{a_{k}}\left(x-\varepsilon_{1}^{p}\right) \cdots\left(x-\varepsilon_{k}^{p}\right) .
\end{aligned}
$$

Then $b(x)=f(x) \overline{f(x)}=a_{k} \overline{\overline{a_{k}}}\left(x-\varepsilon_{1}\right) \cdots\left(x-\varepsilon_{k}\right)\left(x-\varepsilon_{1}^{p}\right) \cdots\left(x-\varepsilon_{k}^{p}\right)$. Clearly by (5.34) we have $a_{k} \overline{a_{k}} \in \mathbb{F}_{p}$. The next question is that when is a product $\left(x-\varepsilon_{1}\right) \cdots\left(x-\varepsilon_{k}\right)\left(x-\varepsilon_{1}^{p}\right) \cdots\left(x-\varepsilon_{k}^{p}\right)$ of the form $n^{2}(x)$ with $n(x) \in \mathbb{F}_{p}[x]$. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}$ be the different elements among $\varepsilon_{1}, \ldots, \varepsilon_{k}$ which have odd multiplicity in the factorization of $f(x)=a_{k}\left(x-\varepsilon_{1}\right) \ldots\left(x-\varepsilon_{k}\right)$. Writing $g(x)=\left(x-\alpha_{1}\right) \ldots\left(x-\alpha_{t}\right)$ we get that $f(x)$ is of the form $a_{k} g(x) h^{2}(x)$ where $g(x)$ has no multiple roots and $g(x), h(x) \in \overline{\mathbb{F}}_{p}[x]$. Then

$$
b(x)=a_{k} \overline{a_{k}}\left(x-\alpha_{1}\right) \ldots\left(x-\alpha_{t}\right)\left(x-\alpha_{1}^{p}\right) \ldots\left(x-\alpha_{t}^{p}\right) s^{2}(x)
$$

with $s(x) \in \overline{\mathbb{F}}_{p}[x]$. Here $\left(x-\alpha_{1}\right) \ldots\left(x-\alpha_{t}\right)\left(x-\alpha_{1}^{p}\right) \ldots\left(x-\alpha_{t}^{p}\right)$ is of the form
$u^{2}(x)$ with $u(x) \in \overline{\mathbb{F}}_{p}[x]$ if and only if $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}\right\}=\left\{\alpha_{1}^{p}, \alpha_{2}^{p}, \ldots, \alpha_{t}^{p}\right\}$. If $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}\right\}=\left\{\alpha_{1}^{p}, \alpha_{2}^{p}, \ldots, \alpha_{t}^{p}\right\}$ then for every symmetric polynomial $v \in \mathbb{F}_{p}\left[x_{1}, x_{2}, \ldots, x_{t}\right]$ we have

$$
v\left(\alpha_{1}, \ldots, \alpha_{t}\right)=v\left(\alpha_{1}^{p}, \ldots, \alpha_{t}^{p}\right)=v^{p}\left(\alpha_{1}, \ldots, \alpha_{t}\right)
$$

Thus $v\left(\alpha_{1}, \ldots, \alpha_{t}\right) \in \mathbb{F}_{p}$. So the coefficients of $g(x)=\left(x-\alpha_{1}\right) \ldots\left(x-\alpha_{t}\right)$ are the elements of $\mathbb{F}_{p}$. Thus the coefficients of $h^{2}(x)=\frac{f(x)}{a_{k} g(x)}$ are in $\mathbb{F}_{q}$.

Let $h(x)=x^{f}+b_{f-1} x^{f-1}+\cdots+b_{0}$. We will prove by induction that $b_{f-i} \in$ $\mathbb{F}_{q}$. Indeed the coefficient of $x^{2 f-1}$ in $h^{2}(x)$ is $2 b_{f-1}$, thus $b_{f-1} \in \mathbb{F}_{q}$. Suppose that $b_{f-1}, b_{f-2}, \ldots, b_{f-v} \in \mathbb{F}_{p}$. We will prove that $b_{f-v-1} \in \mathbb{F}_{p}$ also holds. Indeed the coefficient of $x^{2 f-v-1}$ is of the form $2 b_{f-v-1}+j\left(b_{f-1}, b_{f-2}, \ldots, b_{f-v}\right)$ with $j \in \mathbb{F}_{p}\left[x_{1}, x_{2}, \ldots, x_{v}\right]$. Thus $2 b_{f-v-1}+j\left(b_{f-1}, b_{f-2}, \ldots, b_{f-v}\right)$ is in $\mathbb{F}_{q}$, and by the inductive hypothesis $j\left(b_{f-1}, b_{f-2}, \ldots, b_{f-v}\right)$ is in $\mathbb{F}_{q}$, thus $b_{f-v-1}$ is in $\mathbb{F}_{q}$. So we proved that $h(x) \in \mathbb{F}_{q}[x]$. Thus $b(x)=a_{k} \overline{a_{k}}\left(x-\varepsilon_{1}\right) \ldots(x-$ $\left.\varepsilon_{k}\right)\left(x-\overline{\varepsilon_{1}}\right) \ldots\left(x-\overline{\varepsilon_{k}}\right)$ is of the form $c n^{2}(x)$ with $c \in \mathbb{F}_{q}, n(x) \in \mathbb{F}_{q}[x]$ if and only if $f(x)$ is of the form $c g(x) h^{2}(x)$ with $c \in \mathbb{F}_{q}, g(x) \in \mathbb{F}_{p}[x], h(x) \in \mathbb{F}_{q}[x]$, which was to be proved.

In order to prove Theorem 5.2 we need one more lemma. Namely:
Lemma 5.6 Let $f(x) \in \mathbb{F}_{p^{2}}[x]$ be an irreducible polynomial in $\mathbb{F}_{p^{2}}[x]$ of degree $k$, which is of the form

$$
f(x)=x^{k}+a_{k-1} x^{k-1}+\cdots+a_{0}
$$

where $a_{k-1} \in \mathbb{F}_{p}$ but $f(x) \notin \mathbb{F}_{p}[x]$, so there is an $1 \leq i \leq k-2$ such that $a_{i} \notin \mathbb{F}_{p}$. Then for $d_{1}, d_{2}, \ldots, d_{\ell} \in \mathbb{F}_{p^{2}}$ we have

$$
f\left(x+d_{1}\right) f\left(x+d_{2}\right) \ldots f\left(x+d_{\ell}\right) \notin \mathbb{F}_{p}[x] .
$$

Proof of Lemma 5.6 Every $f(x) \in \mathbb{F}_{p^{2}}[x]$ can be uniquely written in the form

$$
f(x)=a_{k} x^{k}+a_{k-1} x^{k-1}+\cdots+a_{0}
$$

with $a_{i} \in \mathbb{F}_{p^{2}}$. Then define

$$
\tau(f(x)) \stackrel{\text { def }}{=} \overline{a_{k}} x^{k}+\overline{a_{k-1}} x^{k-1}+\cdots+\overline{a_{0}} .
$$

Clearly,

$$
\begin{aligned}
\tau(\tau(f(x))) & =f(x) \\
\tau(f(x)+g(x)) & =\tau(f(x))+\tau(g(x)) \\
\tau(f(x) g(x)) & =\tau(f(x)) \tau(g(x)) .
\end{aligned}
$$

Lemma 5.7 If $f(x) \in \mathbb{F}_{p^{2}}[x]$ is irreducible in $\mathbb{F}_{p^{2}}[x]$, then $\tau(f(x)) \in \mathbb{F}_{p^{2}}[x]$ is also irreducible in $\mathbb{F}_{p^{2}}[x]$.

Proof of Lemma 5.7 Whenever

$$
\tau(f(x))=g(x) h(x) \text { with } g(x), h(x) \in \mathbb{F}_{p^{2}}[x]
$$

then

$$
f(x)=\tau(\tau(f(x)))=\tau(g(x)) \tau(h(x))
$$

Since $f(x)$ is irreducible it follows that $\tau(f(x))$ or $\tau(g(x))$ is constant. From this follows that $f(x)$ or $g(x)$ is constant. But then $\tau(f(x))$ is irreducible.

Lemma 5.8 If $f(x) \in \mathbb{F}_{p^{2}}[x]$ is an irreducible polynomial in $\mathbb{F}_{p^{2}}[x]$ with leading coefficient 1 , but $f(x) \notin \mathbb{F}_{p}[x]$ then $g(x) \stackrel{\text { def }}{=} f(x) \tau(f(x))$ is in $\mathbb{F}_{p}[x]$ and $g(x)$ is irreducible in $\mathbb{F}_{p}[x]$.

Proof of Lemma 5.8 Define $n$ and $\theta$ as in (5.32) and (5.33). Then every $f(x) \in \mathbb{F}_{p^{2}}[x]$ can be uniquely written in the form

$$
f(x)=a(x)+\theta b(x)
$$

with $a(x), b(x) \in \mathbb{F}_{p}[x]$. Then

$$
\tau(f(x))=a(x)-\theta b(x)
$$

Thus

$$
f(x) \tau(f(x))=(a(x)+\theta b(x))(a(x)-\theta b(x))=a^{2}(x)-n b^{2}(x) \in \mathbb{F}_{p}[x] .
$$

Suppose that $f(x) \tau(f(x))$ is not irreducible in $\mathbb{F}_{p}[x]$, so

$$
\begin{equation*}
f(x) \tau(f(x))=g(x) h(x) \tag{5.36}
\end{equation*}
$$

with $g(x), h(x) \in \mathbb{F}_{p}[x]$, where the leading coefficients of $g(x)$ and $h(x)$ are 1 and $\operatorname{deg} g(x), \operatorname{deg} h(x) \geq 1$. Then (5.36) also holds in $\mathbb{F}_{p^{2}}[x]$ since $\mathbb{F}_{p} \subseteq$ $\mathbb{F}_{p^{2}}$. But there is a unique factorization in $\mathbb{F}_{p^{2}}[x]$, and $f(x)$ and $\tau(f(x))$ are irreducible polynomials in $\mathbb{F}_{p^{2}}[x]$ with leading coefficients 1 , thus

$$
f(x)=g(x), \tau(f(x))=h(x)
$$

or

$$
f(x)=h(x), \tau(f(x))=g(x) .
$$

In both cases we get $f(x) \in \mathbb{F}_{p}[x]$, which is a contradiction.
Now we are ready to prove Lemma 5.6. Suppose that

$$
f\left(x+d_{1}\right) \ldots f\left(x+d_{\ell}\right) \in \mathbb{F}_{p}[x] .
$$

Let $\alpha \in \overline{\mathbb{F}}_{p}$ be a root of $f\left(x+d_{1}\right)$, then $f\left(\alpha+d_{1}\right)=0$, thus

$$
f\left(\alpha+d_{1}\right) \ldots f\left(\alpha+d_{\ell}\right)=0
$$

But then the minimal polynomial of $\alpha$ in $\mathbb{F}_{p}[x]$ divides $f\left(x+d_{1}\right) \ldots f\left(x+d_{\ell}\right) \in$ $\mathbb{F}_{p}[x]$. Next we determine the minimal polynomial of $\alpha$ in $\mathbb{F}_{p}[x] . \alpha$ is a root of $f\left(x+d_{1}\right) \tau\left(f\left(x+d_{1}\right)\right)$ and by Lemma 5.8 this polynomial is irreducible in $\mathbb{F}_{p}[x]$. So the minimal polynomial of $\alpha$ is $f\left(x+d_{1}\right) \tau\left(f\left(x+d_{1}\right)\right)$ in $\mathbb{F}_{p}[x]$. Thus

$$
f\left(x+d_{1}\right) \tau\left(f\left(x+d_{1}\right)\right) \mid f\left(x+d_{1}\right) \ldots f\left(x+d_{\ell}\right) \text { in } \mathbb{F}_{p}[x] .
$$

But $\mathbb{F}_{p}[x] \subseteq \mathbb{F}_{p^{2}}[x]$, so

$$
f\left(x+d_{1}\right) \tau\left(f\left(x+d_{1}\right)\right) \mid f\left(x+d_{1}\right) \ldots f\left(x+d_{\ell}\right) \text { in } \mathbb{F}_{p^{2}}[x] .
$$

Thus

$$
\tau\left(f\left(x+d_{1}\right)\right) \mid f\left(x+d_{2}\right) \ldots f\left(x+d_{\ell}\right) \text { in } \mathbb{F}_{p^{2}}[x] .
$$

By Lemma 5.7, $\tau\left(f\left(x+d_{1}\right)\right)$ is irreducible in $\mathbb{F}_{p^{2}}[x]$ and its leading coefficient is 1 , thus by the unique factorization in $\mathbb{F}_{p^{2}}[x]$, there is an $2 \leq i \leq \ell$ such that

$$
\tau\left(f\left(x+d_{1}\right)\right)=f\left(x+d_{i}\right) .
$$

Without the loss of generality we may assume

$$
\begin{equation*}
\tau\left(f\left(x+d_{1}\right)\right)=f\left(x+d_{2}\right) . \tag{5.37}
\end{equation*}
$$

By the definition of $f(x)$ it is of the form

$$
f(x)=a_{k} x^{k}+a_{k-1} x^{k-1}+\cdots+a_{0}
$$

where $a_{k}=1, a_{k-1} \in \mathbb{F}_{p}[x]$. Then

$$
\begin{aligned}
f\left(x+d_{1}\right) & =\sum_{i=0}^{k}\left(\binom{k}{i} a_{k} d_{1}^{k-i}+\binom{k-1}{i} a_{k-1} d_{1}^{k-1-i}\right. \\
& \left.+\binom{k-2}{i} a_{k-2} d_{1}^{k-2-i}+\cdots+\binom{i}{i} a_{i}\right) x^{i}
\end{aligned}
$$

and

$$
\begin{aligned}
f\left(x+d_{2}\right) & =\sum_{i=0}^{k}\left(\binom{k}{i} a_{k} d_{2}^{k-i}+\binom{k-1}{i} a_{k-1} d_{2}^{k-1-i}\right. \\
& \left.+\binom{k-2}{i} a_{k-2} d_{2}^{k-2-i}+\cdots+\binom{i}{i} a_{i}\right) x^{i}
\end{aligned}
$$

By the definition of $\tau$

$$
\begin{aligned}
\tau\left(f\left(x+d_{1}\right)\right) & =\sum_{i=0}^{k}\left(\binom{k}{i}{\overline{a_{k}}}_{\bar{d}_{1}}{ }^{k-i}+\binom{k-1}{i} \overline{a_{k-1}}{\overline{d_{1}}}^{k-1-i}\right. \\
& +\binom{k-2}{i}{\overline{a_{k-2}}}_{\left.{\overline{d_{1}}}^{k-2-i}+\cdots+\binom{i}{i} \overline{a_{i}}\right) x^{i} .} .
\end{aligned}
$$

By (5.37) we get that for $0 \leq i \leq k$

$$
\begin{align*}
& \binom{k}{i} \overline{a_{k}}{\overline{d_{1}}}^{k-i}+\binom{k-1}{i} \overline{a_{k-1}}{\overline{d_{1}}}^{k-1-i}+\binom{k-2}{i} \overline{a_{k-2}}{\overline{d_{1}}}^{k-2-i}+\cdots+\binom{i}{i} \overline{a_{i}} \\
& =\binom{k}{i} a_{k} d_{2}^{k-i}+\binom{k-1}{i} a_{k-1} d_{2}^{k-1-i}+\binom{k-2}{i} a_{k-2} d_{2}^{k-2-i}+\cdots+\binom{i}{i} a_{i} . \tag{5.38}
\end{align*}
$$

For $i=k-1$ this gives

$$
\begin{equation*}
\binom{k}{k-1} \overline{a_{k}} \overline{d_{1}}+\binom{k-1}{k-1} \overline{a_{k-1}}=\binom{k}{k-1} a_{k} d_{2}+\binom{k-1}{k-1} a_{k-1} \tag{5.39}
\end{equation*}
$$

By the conditions of Lemma 5.6 we have $a_{k}=1$ and $a_{k-1} \in \mathbb{F}_{p}$, thus $\overline{a_{k}}=a_{k}$ and $\overline{a_{k-1}}=a_{k-1}$, so from (5.39)

$$
\begin{equation*}
\overline{d_{1}}=d_{2} \tag{5.40}
\end{equation*}
$$

follows.
Next we prove by induction that $a_{i} \in \mathbb{F}_{p}$. Indeed, by the conditions of Lemma 5.6, $a_{k}$ and $a_{k-1} \in \mathbb{F}_{p}$. Next suppose that $a_{k}, a_{k-1}, \ldots, a_{i+1} \in \mathbb{F}_{p}$. We will prove that $a_{i} \in \mathbb{F}_{p}$. Indeed by $a_{k}, a_{k-1}, \ldots, a_{i+1} \in \mathbb{F}_{p}$ then

$$
a_{k}=\overline{a_{k}}, a_{k-1}=\overline{a_{k-1}}, \ldots, a_{i+1}=\overline{a_{i+1}}
$$

By this, (5.38) and (5.40) we get

$$
\overline{a_{i}}=a_{i}
$$

so $a_{i} \in \mathbb{F}_{p}$ which was to be proved. Thus $a_{k}, a_{k-1}, \ldots, a_{0} \in \mathbb{F}_{p}$. But then $f(x) \in \mathbb{F}_{p}[x]$, which is contradiction. Thus we proved Lemma 5.6.

Next we return to the proof of Theorem 5.2. For $N=2$ the theorem is trivial. For $N \geq 3$ let $p$ be an odd prime for which

$$
\begin{equation*}
N^{1 / 2}<p<2 N^{1 / 2} \tag{5.41}
\end{equation*}
$$

(By Chebysev's theorem such a prime $p$ exists.) Let $q=p^{2}$ and let $n$ be a quadratic non-residue modulo $p$, so $\left(\frac{n}{p}\right)=-1$. Let $\theta \in \mathbb{F}_{p^{2}}$ be a number for which

$$
\theta^{2}=n
$$

in $\mathbb{F}_{q}$. Then $\{1, \theta\}$ is a basis of $\mathbb{F}_{q}$ over $\mathbb{F}_{p}$.
Let $f(x)$ be an irreducible polynomial of degree $k \geq 2$ which is of the form

$$
f(x)=x^{k}+a_{k-2} x^{k-2}+\cdots+a_{0}
$$

(so the coefficient of the term $x^{k-1}$ is 0 ) but

$$
f(x) \notin \mathbb{F}_{p}[x]
$$

By (5.14) the number of such polynomials is

$$
R \stackrel{\text { def }}{=} N_{p^{2}}(k)-N_{p}(k) \geq \frac{1}{2 k} p^{2 k-1}-\frac{1}{k} p^{k-1}>0
$$

thus such a polynomial exists, indeed.
Define the binary lattice $\eta: I_{p}^{2} \rightarrow\{-1,+1\}$ by

$$
\eta(\underline{x})=\eta\left(\left(x_{1}, x_{2}\right)\right)=\gamma\left(f\left(x_{1}+\theta x_{2}\right)\right) .
$$

## Lemma 5.9

$$
\begin{equation*}
Q_{\ell}(\eta) \leq k \ell\left(p(1+\log p)^{2}\right) \ll k \ell N^{1 / 2}(\log N)^{2} \tag{5.42}
\end{equation*}
$$

Proof of Lemma 5.9 We remark that this construction is a shifted version of the construction in Theorem 1 in [79]. We cannot use Theorem 1 in [79] because none of the conditions a), b) and c) holds in Theorem in [79]. However, similarly to the proof of Theorem 1 in [79], it is easy to prove that
(5.42) holds:

Write $\boldsymbol{d}_{i}=\left(d_{1}^{(i)}, d_{2}^{(i)}\right)($ for $i=1, \ldots, \ell)$, and consider the general term of the $n$-fold sum in (1.6):

$$
\begin{align*}
& \sum_{\mathbf{x} \in B} \eta\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \ldots \eta\left(\mathbf{x}+\mathbf{d}_{\ell}\right) \\
& =\sum_{j_{1}=0}^{\left[t_{1} / b_{1}\right]} \sum_{j_{2}=0}^{\left[t_{2} / b_{2}\right]} \eta\left(\left(j_{1} b_{1}+d_{1}^{(1)}, j_{2} b_{2}+d_{2}^{(1)}\right)\right) \ldots \eta\left(\left(j_{1} b_{1}+d_{1}^{(\ell)}, j_{2} b_{2}+d_{2}^{(\ell)}\right)\right) \tag{5.43}
\end{align*}
$$

where $B$ is a box-lattice of form

$$
B=\left\{\mathbf{x}=\left(j_{1} b_{1}, j_{2} b_{2}\right): 0 \leq j_{1} b_{1} \leq t_{1}(<p), 0 \leq j_{2} b_{2} \leq t_{2}(<p), j_{1}, j_{2} \in \mathbb{N}\right\}
$$

Now write

$$
\begin{equation*}
z=j_{1} b_{1}+j_{2} b_{2} \theta \tag{5.44}
\end{equation*}
$$

so that $z$ belongs to the box

$$
\begin{equation*}
B^{\prime}=\left\{j_{1} b_{1}+j_{2} b_{2} \theta: 0 \leq j_{1} b_{1} \leq t_{1}, 0 \leq j_{2} b_{2} \leq t_{2}, j_{1}, j_{2} \in \mathbb{N}\right\} \tag{5.45}
\end{equation*}
$$

and set

$$
\begin{equation*}
z_{i}=d_{1}^{(i)}+d_{2}^{(i)} \theta \tag{5.46}
\end{equation*}
$$

If $z \in B^{\prime}$ then $f\left(z+z_{1}\right) \ldots f\left(z+z_{k}\right) \neq 0$, and by the definition of $\eta$ and the multiplicativity of $\gamma$, the product in (5.43) is

$$
\gamma\left(f\left(z+z_{1}\right)\right) \ldots \gamma\left(f\left(z+z_{k}\right)\right)=\gamma\left(f\left(z+z_{1}\right) \ldots f\left(z+z_{k}\right)\right) .
$$

Then from (5.43) we get

$$
\begin{equation*}
\sum_{\mathbf{x} \in B} \eta\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \ldots \eta\left(\mathbf{x}+\mathbf{d}_{\ell}\right)=\sum_{z \in B^{\prime}} \gamma\left(f\left(z+z_{1}\right) \ldots f\left(z+z_{\ell}\right)\right) \tag{5.47}
\end{equation*}
$$

Now we need the following result of Winterhof:
Lemma 5.10 (Winterhof) Let $p$ be a prime, $n \geq 1$ be an integer, $q=p^{n}$ and let $v_{1}, v_{2}, \ldots, v_{n}$ be a basis of the vector space $\mathbb{F}_{p^{n}}$ over $\mathbb{F}_{p}$. Let $\chi$ be a multiplicative character of $\mathbb{F}_{q}$ of order $d>1, f \in \mathbb{F}_{q}[x]$ be a nonconstant polynomial which is not a d-th power of a polynomial of $\overline{\mathbb{F}}_{p}[x]$ and which has $m$ distinct zeros in its splitting field over $\mathbb{F}_{q}$, and $k_{1}, \ldots, k_{n}$ are non-negative integers with $k_{1} \leq p, \ldots, k_{n} \leq p$, then, writing $B=\left\{\sum_{i=1}^{n} x_{i} v_{i}: 0 \leq j_{i}<k_{i}\right\}$,
we have

$$
\left|\sum_{z \in B} \chi(f(z))\right|<m q^{1 / 2}(1+\log p)^{n}
$$

Proof of Lemma 5.10 This is a part of Theorem 2 in [107] (where its proof was based on A. Weil's theorem [106]).

Write $h(z)=f\left(z+z_{1}\right) \ldots f\left(z+z_{k}\right)$. Then in order to prove (5.42), it suffices to show:

Lemma $5.11 h(x)$ has at least one zero in $\overline{\mathbb{F}}_{p}$ whose multiplicity is odd.
Proof of Lemma 5.11 Since $z_{1}, z_{2}, \ldots, z_{\ell}$ are different the irreducible polynomials $f\left(z+z_{1}\right), \ldots, f\left(z+z_{\ell}\right)$ are different. (Indeed, the coefficients of $x^{k-1}$ are different.) So $h(x)$ has a zero in $\overline{\mathbb{F}}_{q}$ whose multiplicity is odd. Thus $h(x)$ cannot be the constant multiple of a square. Applying Lemma 5.10 we obtain from (5.47)

$$
\sum_{x \in B} \eta\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \ldots \eta\left(\mathbf{x}+\mathbf{d}_{\ell}\right) \ll k \ell p(1+\log p)^{2} \ll k \ell N^{1 / 2}(\log N)^{2}
$$

which was to be proved.
In [50] we reduced the two dimensional case to the one dimensional one by the following way: To any 2-dimensional binary $p$-lattice

$$
\begin{equation*}
\eta(\underline{x}): I_{p}^{2} \rightarrow\{-1,+1\} \tag{5.48}
\end{equation*}
$$

we may assign a unique binary sequence $E_{p^{2}}=E_{p^{2}}(\eta)=\left(e_{1}, e_{2}, \ldots, e_{p^{2}}\right) \in$ $\{-1,+1\}^{p^{2}}$ by taking the first (from the bottom) row of the lattice (5.48) then we continue the binary sequence by taking the second row of the lattice, then the third row follows, etc.; in general, we set

$$
\begin{aligned}
& e_{i p+j}=\eta((j-1, i))=\gamma(f((j-1)+i \theta)) \\
& \quad \text { for } i=0,1, \ldots, p-1, j=1,2, \ldots, p
\end{aligned}
$$

Thus we obtain a sequence of length $p^{2}$

$$
E_{p^{2}} \xlongequal{\text { def }}\left(e_{1}, e_{2}, \ldots, e_{p^{2}}\right) .
$$

Now $N<p^{2}<4 N$. Consider the first $N$ elements of $E_{p^{2}}$, they form a sequence of length N :

$$
E_{N} \stackrel{\text { def }}{=}\left(e_{1}, e_{2}, \ldots, e_{N}\right) .
$$

We state that $E_{N}$ satisfies the conditions of the lemma.

First we estimate $\left|V\left(E_{N}, M, D\right)\right|$. Let $m_{p}(x)$ denote the unique integer $x$ for which

$$
m_{p}(x) \equiv x \quad(\bmod p), \quad 0 \leq m_{p}(x)<p
$$

Then

$$
e_{n+d_{i}}=e_{\left[\frac{n+d_{i}-1}{p}\right] p+m_{p}\left(n+d_{i}-1\right)+1}
$$

and so

$$
\begin{align*}
e_{n+d_{i}} & =\eta\left(m_{p}\left(n+d_{i}-1\right),\left[\frac{n+d_{i}-1}{p}\right]\right) \\
& =\gamma\left(f\left(n+d_{i}-1+\left[\frac{n+d_{i}-1}{p}\right] \theta\right)\right) . \tag{5.49}
\end{align*}
$$

If $1 \leq n \leq M<p$ then $\left[\frac{n+d_{i}-1}{p}\right]$ may take two different values, namely $q_{i}$ and $q_{i}+1$. Indeed, define $q_{i}$ and $s_{i}$ by $d_{i}=q_{i} p+s_{i}$ where $0 \leq s_{i} \leq p-1$. Then

$$
\begin{aligned}
{\left[\frac{n+d_{i}-1}{p}\right] } & =\left[\frac{q_{i} p+s_{i}+n-1}{p}\right]=q_{i}+\left[\frac{s_{i}+n-1}{p}\right] \\
& = \begin{cases}q_{i} & \text { if } n \leq p-s_{i}, \\
q_{i}+1 & \text { if } n>p-s_{i} .\end{cases}
\end{aligned}
$$

Moreover there exists a number $b_{i}=\min \left\{M, p-s_{i}\right\}$ such that for $n \leq b_{i} \leq M$ $\left[\frac{n+d_{i}-1}{p}\right]=q_{i}$ and for $b_{i}<n \leq M$ we have $\left[\frac{n+d_{i}-1}{p}\right]=q_{i}+1$. Let $I_{i}=\left[0, b_{i}\right]$, $J_{i}=\left[b_{i}+1, M\right]\left(\right.$ if $b_{i}=M$ then $\left.J_{i}=\emptyset\right)$.

Then $\left\{1, b_{1}+1, b_{2}+1, \ldots, b_{\ell}+1, M+1\right\}$ is a multiset which contains integers $1=c_{1}<c_{2}<\cdots<c_{m}=M+1$ with $m \leq \ell+2$. Then $[0, M]=$ $\cup_{j=1}^{m-1}\left[c_{j}, c_{j+1}-1\right]$.

$$
\begin{equation*}
V\left(E_{N}, M, D\right)=\sum_{n=1}^{M} e_{n+d_{1}} \ldots e_{n+d_{\ell}}=\sum_{j=1}^{m-1} \sum_{n \in\left[c_{j}, c_{j+1}-1\right]} e_{n+d_{1}} \ldots e_{n+d_{\ell}} \tag{5.50}
\end{equation*}
$$

By the definition of the $c_{j}$ 's, $c_{j}<b_{i}+1<c_{j+1}$ is not possible, thus $c_{j+1}-1 \leq b_{i}$ or $b_{i} \leq c_{j}-1$, so $\left[c_{j}, c_{j+1}-1\right] \subseteq\left[0, b_{i}\right]$ or $\left[c_{j}, c_{j+1}-1\right] \subseteq\left[b_{i}+1, M\right]$. Each interval $\left[c_{j}, c_{j+1}-1\right]$ is either $\subseteq I_{i}$ or $\subseteq J_{i}$ for every $1 \leq i \leq \ell$. Thus for every $d_{1}, d_{2}, \ldots, d_{\ell}$ and for every interval $\left[c_{j}, c_{j+1}-1\right]$ there exist fixed numbers $h_{1}, h_{2}, \ldots, h_{\ell}$ (depending only on $d_{1}, d_{2}, \ldots, d_{\ell}$ and $j$ ) such that for

$$
\begin{aligned}
& n \in\left[c_{j}, c_{j+1}-1\right] \\
& \begin{aligned}
e_{n+d_{1}} e_{n+d_{2}} \ldots e_{n+d_{\ell}} & =\gamma\left(f\left(n+d_{1}-1+h_{1} \theta\right)\right) \gamma\left(f\left(n+d_{2}-1+h_{2} \theta\right)\right) \ldots \\
& \gamma\left(f\left(n+d_{\ell}-1+h_{\ell} \theta\right)\right) \\
& =\gamma\left(f\left(n+d_{1}-1+\left(h_{1}+1\right) \theta\right) f\left(n+d_{2}-1+\left(h_{2}+1\right) \theta\right)\right. \\
& \left.\ldots f\left(n+d_{\ell}-1+\left(h_{\ell}+1\right) \theta\right)\right) .
\end{aligned}
\end{aligned}
$$

Hence

$$
\begin{align*}
& \sum_{n \in\left[c_{j}, c_{j+1}-1\right]} e_{n+d_{1}} \ldots e_{n+d_{\ell}} \\
&=\sum_{n \in\left[c_{j}, c_{j+1}-1\right]} \gamma\left(f\left(n+d_{1}-1+h_{1} \theta\right) \cdots f\left(n+d_{\ell}-1+h_{\ell} \theta\right)\right) . \tag{5.51}
\end{align*}
$$

Next we prove that the irreducible polynomials $f\left(x+d_{1}-1+\right.$ $\left.h_{1} \theta\right), \cdots, f\left(x+d_{\ell}-1+h_{\ell} \theta\right)$ are different. Since if $i \neq j$ and

$$
f\left(x+d_{i}-1+h_{i} \theta\right)=f\left(x+d_{j}-1+h_{j} \theta\right)
$$

then

$$
\begin{equation*}
h_{i} \equiv h_{j} \quad(\bmod p) \text { and } d_{i} \equiv d_{j} \quad(\bmod p) . \tag{5.52}
\end{equation*}
$$

This can be proved by considering the coefficient $x^{k-1}$ in the polynomials $f\left(x+d_{i}-1+h_{i} \theta\right)$ and $f\left(x+d_{j}-1+h_{j} \theta\right)$. By (5.49) we have $h_{i}=\left[\frac{n+d_{i}-1}{p}\right]$ and $h_{j}=\left[\frac{n+d_{j}-1}{p}\right]$ for $n \in\left[c_{j}, c_{j+1}-1\right]$. $h_{i} \equiv h_{j}(\bmod p)$, by $0 \leq h_{i}=$ $\left[\frac{n+d_{i}-1}{p}\right], h_{j}=\left[\frac{n+d_{j}-1}{p}\right]<p$ then $h_{i}=h_{j}$. So for $n \in\left[c_{j}, c_{j+1}-1\right]$

$$
\begin{equation*}
\left[\frac{n+d_{i}-1}{p}\right]=\left[\frac{n+d_{j}-1}{p}\right] \tag{5.53}
\end{equation*}
$$

By (5.52),

$$
\begin{equation*}
n+d_{i}-1 \equiv n+d_{j}-1 \quad(\bmod p) \tag{5.54}
\end{equation*}
$$

We get from (5.53) and (5.54) that

$$
n+d_{i}-1=n+d_{j}-1
$$

So

$$
d_{i}=d_{j}
$$

which is a contradiction. Thus

$$
\begin{equation*}
q_{j}(x) \stackrel{\text { def }}{=} f\left(x+d_{1}-1+h_{1} \theta\right) f\left(x+d_{2}-1+h_{2} \theta\right) \cdots f\left(x+d_{\ell}-1+h_{\ell} \theta\right) \tag{5.55}
\end{equation*}
$$

has no multiple root. Here by definition $f(x) \notin \mathbb{F}_{p}[x]$, by using Lemma 5.6 $q_{j}(x) \notin \mathbb{F}_{p}[x]$ and it has no multiple root. Thus it is not of the form $c g(x) h^{2}(x)$ with $c \in \mathbb{F}_{p}, g(x) \in \mathbb{F}_{p}[x], h(x) \in \mathbb{F}_{q}[x]$. By the triangle inequality, Lemma $5.4,(5.50),(5.51)$ and (5.55) we get

$$
\begin{aligned}
\left|V\left(E_{N}, M, D\right)\right| & \leq \sum_{j=1}^{m-1}\left|\sum_{n \in\left[c_{j}, c_{j+1}-1\right]} \gamma\left(q_{j}(n)\right)\right| \ll \sum_{j=1}^{m-1}\left(\operatorname{deg} q_{j}\right) p^{1 / 2} \log p \\
& \ll \ell\left(\operatorname{deg} q_{j}\right) p^{1 / 2} \log p \ll \ell^{2} k p^{1 / 2} \log p \\
& \ll \ell^{2} k N^{1 / 4} \log N
\end{aligned}
$$

which proves (5.5), since we may choose $\operatorname{deg} f=k$ as $k=4$.
Next we prove (5.6). By Lemma 5.9 we have $Q_{\ell}(\eta) \ll k \ell N^{1 / 2}(\log N)^{2}$. By Theorem 5.3 (which we will prove later) $C_{\ell}\left(E_{N}\right) \ll C_{\ell}\left(E_{p^{2}}\right) \ll$ $k \ell^{2} N^{1 / 2}(\log N)^{2} \ll k \ell N^{1 / 2}(\log N)^{2}$, since $k$ can be chosen as $k=4$ this proves (5.6).

Next we prove (5.7). We split $E_{N}$ into $\left[\frac{N-1}{p}\right]+1$ different subsequences: $E^{(1)}=\left(e_{1}, e_{2}, \ldots, e_{p}\right), E^{(2)}=\left(e_{p+1}, e_{p+2}, \ldots, e_{2 p}\right), \ldots, E^{\left(\left[\frac{N-1}{p}\right]+1\right)}=$ $\left(e_{\left(\left[\frac{N-1}{p}\right]_{p+1}\right)}, \ldots, e_{N}\right)$. By the triangle-inequality

$$
\begin{equation*}
W\left(E_{N}\right) \leq \sum_{j=1}^{\left[\frac{N-1}{p}\right]+1} W\left(E_{j}\right) \tag{5.56}
\end{equation*}
$$

Here $E_{j}=\left(e_{(j-1) p+1}, \ldots, e_{j p}\right)=\left(f_{1}, f_{2}, \ldots, f_{p}\right)$ for $1 \leq j \leq\left[\frac{N-1}{p}\right]$ and $E_{j}=\left(e_{(j-1) p+1}, \ldots, e_{N}\right)=\left(f_{1}, f_{2}, \ldots, f_{N-(j-1) p}\right)$ for $j=\left[\frac{N-1}{p}\right]+1$.

In [78] Mauduit and Sárközy proved that $W\left(E_{N}\right) \leq \sqrt{N C_{2}\left(E_{N}\right)}$. By this and using (5.6) for $\ell=2$ we get (5.7), which completes the proof of Theorem 5.2. We also remark that by using the same argument and (5.8) we get (5.9) in Corollary 5.2.
Proof of Theorem 5.3 For $x \in \mathbb{Z}$ let

$$
x=r_{N}(x) N+m_{N}(x)
$$

where $m_{N}(x) \equiv x(\bmod N), 0 \leq m_{N}(x) \leq N-1$ and $r_{N}(x)=\left[\frac{x}{N}\right]$.

By definition

$$
e_{x N+y+1}=\eta(y, x) \text { for } 0 \leq x \leq N-1,0 \leq y \leq N-1
$$

and thus

$$
e_{n}=\eta\left(m_{N}(n-1), r_{N}(n-1)\right) .
$$

Then for $1 \leq i \leq \ell$

$$
\begin{equation*}
e_{n+d_{i}}=\eta\left(m_{N}\left(n+d_{i}-1\right), r_{N}\left(n+d_{i}-1\right)\right) \tag{5.57}
\end{equation*}
$$

Here

$$
n+d_{i}-1=\left(r_{N}(n-1)+r_{N}\left(d_{i}\right)\right) N+m_{N}(n-1)+m_{N}\left(d_{i}\right) .
$$

Thus if $0 \leq m_{N}(n-1)+m_{N}\left(d_{i}\right) \leq N-1$ then

$$
\begin{aligned}
r_{N}\left(n+d_{i}-1\right) & =r_{N}(n-1)+r_{N}\left(d_{i}\right) \\
m_{N}\left(n+d_{i}-1\right) & =m_{N}(n-1)+m_{N}\left(d_{i}\right)
\end{aligned}
$$

and if $N \leq m_{N}(n-1)+m_{N}\left(d_{i}\right)$ then

$$
\begin{aligned}
r_{N}\left(n+d_{i}-1\right) & =r_{N}(n-1)+r_{N}\left(d_{i}\right)+1 \\
m_{N}\left(n+d_{i}-1\right) & =m_{N}(n-1)+m_{N}\left(d_{i}\right)-N .
\end{aligned}
$$

Thus we get that there exists an $a_{i} \stackrel{\text { def }}{=} N-1-m_{N}\left(d_{i}\right)$ such that for $m_{N}(n-$ 1) $\leq a_{i}$

$$
\begin{align*}
r_{N}\left(n+d_{i}-1\right) & =r_{N}(n-1)+r_{N}\left(d_{i}\right) \\
m_{N}\left(n+d_{i}-1\right) & =m_{N}(n-1)+m_{N}\left(d_{i}\right) \tag{5.58}
\end{align*}
$$

and for $a_{i}+1 \leq m_{N}(n-1)$

$$
\begin{align*}
r_{N}\left(n+d_{i}-1\right) & =r_{N}(n-1)+r_{N}\left(d_{i}\right)+1 \\
m_{N}\left(n+d_{i}-1\right) & =m_{N}(n-1)+m_{N}\left(d_{i}\right)-N . \tag{5.59}
\end{align*}
$$

Then $\left\{1, a_{1}+1, a_{2}+1, \ldots, a_{\ell}+1, m_{N}(M-1)+1, N\right\}$ is a multiset which contains integers $1=c_{1}<c_{2}<\cdots<c_{m} \leq N$ where $m \leq \ell+3$. By (5.58) and (5.59) we get that for $c_{j} \leq n \leq c_{j+1}-1$ there exist numbers $b_{i, j}$ and $f_{i, j}$
such that

$$
\begin{align*}
r_{N}\left(n+d_{i}-1\right) & =r_{N}(n)+r_{N}\left(d_{i}-1\right)+b_{i, j} \\
m_{N}\left(n+d_{i}-1\right) & =m_{N}(n)+m_{N}\left(d_{i}-1\right)-f_{i, j} \tag{5.60}
\end{align*}
$$

where $b_{i, j} \in\{0,1\}$ and $f_{i, j} \in\{0, N\}$. Moreover, if $b_{i, j}=0$ then $f_{i, j}=0$ and if $b_{i, j}=1$ then $f_{i, j}=N$. Now

$$
\begin{aligned}
& {[0, M]=} \\
& =\left\{n=T N+x+1: T=0,1, \ldots,\left[\frac{M-1}{N}\right], x=0,1, \ldots, m_{N}(M-1)\right\} \\
& \cup\left\{n=T N+x+1: T=0,1, \ldots,\left[\frac{M-1}{N}\right]-1, x=m_{N}(M-1)+1,\right. \\
& \ldots, N-1\}
\end{aligned}
$$

Thus

$$
\begin{align*}
{[0, M] } & =\cup_{j=1}^{m-1}\left\{n: n=r_{N}(N-1) N+m_{N}(n-1)+1,\right. \\
c_{j} & \left.\leq m_{N}(n-1) \leq c_{j+1}-1, r_{N}(n-1) \in\left\{0,1,2, \ldots, T_{j}\right\}\right\} \tag{5.61}
\end{align*}
$$

where $T_{j}=\left[\frac{M-1}{N}\right]$ if $c_{j+1} \leq m_{N}(M-1)+1$ and $T_{j}=\left[\frac{M-1}{N}\right]-1$ if $m_{N}(M-$ $1)+1 \leq c_{j}$. (Since $m_{N}(M-1)+1 \in\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ and $c_{1}<c_{2}<\cdots<c_{m}$ thus $c_{j}<m_{N}(M-1)+1<c_{j+1}$ is not possible.) By this, (5.57) and (5.58)

$$
\begin{aligned}
& V\left(E_{N}, M, D\right)=\sum_{n=1}^{M} e_{n+d_{1}} \ldots e_{n+d_{\ell}}=\sum_{j=1}^{m-1} \sum_{\substack{c_{j} \leq m_{N}(n-1) \leq c_{j+1}-1 \\
1 \leq n \leq M}} e_{n+d_{1}} \ldots e_{n+d_{\ell}} \\
& =\sum_{j=1}^{m-1} \sum_{\substack{c_{j} \leq m_{N}(n-1) \leq c_{j+1}-1 \\
1 \leq n \leq M}} \\
& \prod_{i=1}^{\ell} \eta\left(m_{N}(n-1)+m_{N}\left(d_{i}\right)-f_{i, j}, r_{N}(n-1)+r_{N}\left(d_{i}\right)+b_{i, j}\right)
\end{aligned}
$$

By (5.61)
$\left\{\left(m_{N}(n-1), r_{N}(n-1)\right): 1 \leq n \leq M\right.$ and $\left.c_{j} \leq m_{N}(n-1) \leq c_{j+1}-1\right\}=$ $\left\{(x, y): 0 \leq x \leq T_{j}\right.$ and $\left.c_{j} \leq y \leq c_{j+1}-1\right\}$.

Using this and (5.60) we get

$$
\begin{aligned}
V\left(E_{N}, M, D\right) & =\sum_{j=1}^{m-1} \sum_{x=0}^{T_{j}} \sum_{y=c_{j}}^{c_{j+1}-1} \\
& \prod_{i=1}^{\ell} \eta\left(x+m_{N}\left(d_{i}\right)-f_{i, j}, y+r_{N}\left(d_{i}\right)+b_{i, j}\right) \leq(m-1) Q_{\ell}(\eta) \\
& \leq(\ell+2) Q_{\ell}(\eta)
\end{aligned}
$$

which was to be proved. Here we used the fact that the pairs $\left(m_{N}\left(d_{i}\right)-f_{i, j}\right.$, $\left.r_{N}\left(d_{i}\right)+b_{i, j}\right)$ are different for fixed $j$ as $i$ runs over $1,2, \ldots, \ell$. Indeed if

$$
\left(m_{N}\left(d_{i_{1}}\right)-f_{i_{1}, j}, r_{N}\left(d_{i_{1}}\right)+b_{i_{1}, j}\right)=\left(m_{N}\left(d_{i_{2}}\right)-f_{i_{2, j}}, r_{N}\left(d_{i_{2}}\right)+b_{i_{2}, j}\right),
$$

then

$$
N\left(r_{N}\left(d_{i_{1}}\right)+b_{i_{1}, j}\right)+m_{N}\left(d_{i_{1}}\right)-f_{i_{1}, j}=N\left(r_{N}\left(d_{i_{2}}\right)+b_{i_{2}, j}\right)+m_{N}\left(d_{i_{2}}\right)-f_{i_{2}, j} .
$$

Since if $b_{i, j}=0$ then $f_{i, j}=0$ and if $b_{i, j}=1$ then $f_{i, j}=N$, from this we get

$$
\begin{aligned}
N r_{N}\left(d_{i_{1}}\right)+m_{N}\left(d_{i_{1}}\right) & =N r_{N}\left(d_{i_{2}}\right)+m_{N}\left(d_{i_{2}}\right) \\
d_{i_{1}} & =d_{i_{2}}
\end{aligned}
$$

which is a contradiction.

## 6 On Legendre symbol lattices (the nondegenerate case)

Pseudorandom binary sequences have many important applications. In particular, they are used as a key stream in the classical stream cipher called the Vernam cipher.

In one dimension, hence in the case of binary sequences, many good constructions have been given. Typically, the really good constructions involve $\mathbb{F}_{p}$, additive or multiplicative characters and polynomials, and the crucial tool in the estimation of the pseudorandom measures is Weil's theorem. Unfortunately, this approach in its original form does not readily apply in higher dimensions. The difficulty is that in $n$ dimensions constructions involving $\mathbb{F}_{p}$, characters and polynomials $f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$, lead naturally to the $n$-dimensional analogues of Weil's theorem. In particular they lead to the theorem of Deligne. While Fouvry and Katz [24] have simplified the requirements for applying Deligne's theorem the inconvenient assumption of nonsingularity is still required in order to obtain sharp bounds.

In spite of these difficulties, in [65] and [80] good $n$-dimensional constructions were presented. In these papers the authors got around the difficulty described above in the following way. Finite fields $\mathbb{F}_{q}$ with $q=p^{n}$ and polynomials $G(x) \in \mathbb{F}_{q}[x]$ are considered. Character sums involving $G(x)$ and characters of $\mathbb{F}_{q}$ can be estimated by Weil's theorem so that no nonsingularity assumption is needed. On the other hand, if $e_{1}, e_{2}, \ldots, e_{n}$ is a basis in $\mathbb{F}_{q}$, then every $x \in \mathbb{F}_{q}$ has a unique representation in the form $x=x_{1} e_{1}+x_{2} e_{2}+\cdots+x_{n} e_{n}$ with $x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{F}_{p}$. Then $g\left(x_{1}, x_{2}, \ldots, x_{n}\right)=$ $G\left(x_{1} e_{1}+x_{2} e_{2}+\cdots+x_{n} e_{n}\right) \in \mathbb{F}_{q}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ is a well-defined polynomial, and the estimate of $n$-fold character sums involving $g\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be reduced to the estimate of character sums over $\mathbb{F}_{q}$ involving $G$, so that Weil's theorem can be used. (This principle goes back to Davenport and Lewis [20].)

This detour enables one to give sharp upper bounds, but it also has considerable disadvantages. In particular, in this way we get rather artificial constructions. More natural constructions cannot be tested with this approach. Secondly, the implementation of these artificial constructions is more complicated. Thus one might like to look for a trade-off between applicability of the method and sharpness of the result, in other words, for a method which is much more flexible and applicable at the expense of providing weaker but still nontrivial upper bounds. We will show that in the case when $n=2$, there is such a method, based on the techniques introduced by Gyarmati and Sárközy [60] to estimate certain related character sums. This method allows
us to give a simple description of the exceptional polynomials, see Section 6.1. But the price paid for the flexibility of this method is that the upper bounds are not optimal usually. For a two dimensional $p$-lattice they are, up to logarithmic factors, $p^{3 / 2}$ instead of the optimal bound of $p$. On the other hand, they improve on the trivial bound of $p^{2}$ considerably. Here we mention that in Section 7 we will be able to show that for a certain (rather special) family of polynomials the finite field construction presented in [79] is equivalent to a Legendre symbol construction of type (6.2). Thus in this case we obtain a family of binary lattices which combines the advantages of the two constructions: as in [79] we have optimal bounds, and as a Legendre symbol construction it can be implemented fast and easily.

In Sections 6 and 7 I present results from [61] and [62], where with my coauthors Cameron L. Stewart and András Sárközy we studied a construction based on the Legendre symbol:

In one dimension the best and most intensively studied construction is based on the use of the Legendre symbol, see [31], [64], [77], [98]. Let $p$ be a prime, $f(x) \in \mathbb{F}_{p}[x]$ be a polynomial, and define the sequence $E_{p}=$ $\left(e_{1}, \ldots, e_{p}\right)$ by

$$
e_{n}= \begin{cases}\left(\frac{f(n)}{p}\right) & \text { if }(f(n), p)=1  \tag{6.1}\\ +1 & \text { if } p \mid f(n)\end{cases}
$$

We will identify the elements of $\mathbb{F}_{p}$ with the residue classes modulo $p$, and we will not distinguish between the residue classes and their representing elements. The natural two dimensional extension of this construction is the following.

Construction 6.1 (Gyarmati, Sárközy, Stewart) Let $p$ be an odd prime, $f\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ be a polynomial in two variables. Define $\eta: I_{p}^{2} \rightarrow\{-1,+1\}$ by

$$
\eta\left(x_{1}, x_{2}\right)= \begin{cases}\left(\frac{f\left(x_{1}, x_{2}\right)}{p}\right) & \text { if }\left(f\left(x_{1}, x_{2}\right), p\right)=1  \tag{6.2}\\ +1 & \text { if } p \mid f\left(x_{1}, x_{2}\right)\end{cases}
$$

First, in Section 6.1, we will show that in two dimensions there are new difficulties arising, and there are many "bad" polynomials $f\left(x_{1}, x_{2}\right)$. Then, in Section 6.2, we will formulate Theorem 6.1, our main result. We will also present several sufficient criteria for a polynomial $f\left(x_{1}, x_{2}\right)$ for which the corresponding binary $p$-lattice (6.2) possesses strong pseudorandom properties. The rest of this section will be devoted to the proof of this main result.

In Section 7 we will study (6.2) in the case when $f\left(x_{1}, x_{2}\right)$ is one of the degenerate polynomials described in Section 6.1. Moreover, we will also study
implementation problems related to some constructions based on Theorem 6.1.

### 6.1 Negative examples

In this section we will present examples of polynomials $f\left(x_{1}, x_{2}\right) \in$ $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ for which the binary $p$-lattice defined in (6.2) has weak pseudorandom properties.

Example 6.1 (Gyarmati, Sárközy, Stewart) If

$$
f\left(x_{1}, x_{2}\right)=c\left(g\left(x_{1}, x_{2}\right)\right)^{2}
$$

with $c \in \mathbb{F}_{p}, g\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$, then every element of the lattice defined in (6.2) is $\left(\frac{c}{p}\right)$ except the zeros of $f\left(x_{1}, x_{2}\right)$. It follows that if the degree of $f\left(x_{1}, x_{2}\right)$ is not very large, then $Q_{1}(\eta)$ is large.

Example 6.2 (Gyarmati, Sárközy, Stewart) If $f\left(x_{1}, x_{2}\right)=g\left(x_{1}\right)$ with a polynomial $g(x) \in \mathbb{F}_{p}[x]$ of one variable, then we have

$$
\eta\left(x_{1}, x_{2}\right) \eta\left(x_{1}, x_{2}+1\right)=\left(\frac{g\left(x_{1}\right)}{p}\right)\left(\frac{g\left(x_{1}\right)}{p}\right)=+1
$$

(except the zeros of $g\left(x_{1}\right)$ ) from which it follows that $Q_{2}(\eta)$ is large.
Example 6.3 (Gyarmati, Sárközy, Stewart) If $f\left(x_{1}, x_{2}\right)=g\left(x_{1}\right) h\left(x_{2}\right)$ with polynomials $g(x), h(x) \in \mathbb{F}_{p}[x]$, then it can be shown by a little computation that $Q_{4}(\eta)$ is large.

The polynomials $f\left(x_{1}, x_{2}\right)$ occurring in Examples 6.1-6.3 are special cases of the following:

Definition 6.1 (Gyarmati, Sárközy, Stewart) The polynomial $f\left(x_{1}, x_{2}\right)$ is called degenerate if it is of the form

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=\left(\prod_{j=1}^{r} f_{j}\left(\alpha_{j} x_{1}+\beta_{j} x_{2}\right)\right) g\left(x_{1}, x_{2}\right)^{2} \tag{6.3}
\end{equation*}
$$

where $\alpha_{j}, \beta_{j} \in \mathbb{F}_{p}, f_{j}(x) \in \mathbb{F}_{p}[x]$ for $j=1, \ldots, r$, and $g\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$.
A polynomial $f \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ which can be expressed in the form (6.3) is said to be degenerate and otherwise it is said to be non-degenerate.

As Examples 6.1, 6.2 and 6.3 show, if $f$ is degenerate then it may be that the associated binary $p$-lattice (6.2) has weak pseudorandom properties. We shall analyse the situation when $f$ is degenerate in more details in Section 7. In the balance of this section we shall restrict our attention to binary $p$-lattices (6.2) for which $f$ is non-degenerate.

### 6.2 Sufficient conditions

In one dimension Goubin, Mauduit and Sárközy [31] gave sufficient conditions on the polynomial $f(x)$ to guarantee small pseudorandom measures. Let $\overline{\mathbb{F}}_{p}$ denote an algebraic closure of $\mathbb{F}_{p}$.
Theorem 6.A (Goubin, Mauduit, Sárközy) Let $f(x) \in \mathbb{F}_{p}[x]$ be a polynomial of degree $k(>0)$ which has no multiple zero in $\overline{\mathbb{F}}_{p}$. Define the sequence $E_{p} \in\{-1,+1\}^{p}$ by (6.1). Then $W\left(E_{p}\right)$, the "well-distribution measure" of $E_{p}$, satisfies

$$
W\left(E_{p}\right)<10 k p^{1 / 2} \log p .
$$

Moreover assume that one of the following 3 conditions holds:
a) $\ell=2$,
b) 2 is a primitive root modulo $p$,
c) $(4 k)^{\ell}<p$ or $(4 \ell)^{k}<p$,

Then $C_{\ell}\left(E_{p}\right)$, "the correlation measure of order $\ell, "$ satisfies

$$
C_{\ell}\left(E_{p}\right) \leq 10 k \ell p^{1 / 2} \log p .
$$

(See [77] for the definition of well-distribution measure and correlation measure.)

We extend their result to the 2 dimensional case:
Theorem 6.1 (Gyarmati, Sárközy, Stewart) Let $f\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ be a polynomial of degree $k$. Suppose that $f\left(x_{1}, x_{2}\right)$ cannot be expressed in the form (6.3) and one of the following 5 conditions holds:
a) $f\left(x_{1}, x_{2}\right)$ is irreducible in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$,
b) $\ell=2$,
c) 2 is a primitive root modulo $p$,
d) $4^{k+\ell}<p$,
e) $\ell$ and the degree of the polynomial $f\left(x_{1}, x_{2}\right)$ in $x_{1}$ (or in $x_{2}$ ) are odd.

Then for the binary $p$-lattice $\eta$ defined in (6.2) we have

$$
Q_{\ell}(\eta)<11 k \ell p^{3 / 2} \log p
$$

The rest of this section is devoted to the proof of this theorem.

### 6.3 Proof of Theorem 6.1

For $k>p^{1 / 2} / 10$ the theorem is trivial. Thus we may suppose that

$$
\begin{equation*}
k \leq p^{1 / 2} / 10 . \tag{6.4}
\end{equation*}
$$

Similarly, we may suppose that

$$
\begin{equation*}
k^{2}+\ell^{2}<p, \tag{6.5}
\end{equation*}
$$

otherwise the theorem is trivial since

$$
4 k^{2} \ell^{2}>k^{2}+\ell^{2} \geq p
$$

and so

$$
10 k \ell p^{3 / 2} \log p>p^{2} .
$$

Lemma 6.1 If $\mathbb{F}$ is a field, then in $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ every polynomial has a factorization into irreducible polynomials which is unique apart from constant factors and reordering.

Proof of Lemma 6.1 See, for example [93, Theorem 207].
If $f\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$, then we will also write $f\left(x_{1}, x_{2}\right)=f(\mathbf{x})$ with $\mathbf{x}=\left(x_{1}, x_{2}\right)$.

Lemma 6.2 (Gyarmati, Sárközy, Stewart) Let $p \geq 5$ be a prime and $\chi$ be a multiplicative character of order $d$. Suppose that $h\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ is not of the form $c g\left(x_{1}, x_{2}\right)^{d}$ with $c \in \mathbb{F}_{p}, g\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$. Let $k$ be the degree of $h\left(x_{1}, x_{2}\right)$. Then we have

$$
\sum_{\mathbf{x} \in B} \chi(h(\mathbf{x}))<10 k p^{3 / 2} \log p
$$

for every 2 dimensional box $p$-lattice $B \subseteq I_{p}^{2}$.
We remark that the upper bound in the lemma is nearly sharp: it is easy to see that there are polynomials $h\left(x_{1}, x_{2}\right)$ of the form $h\left(x_{1}, x_{2}\right)=f\left(x_{1}\right)$ (so that $h\left(x_{1}, x_{2}\right)$ depends only one of the two variables) for which the left hand side of the inequality in the lemma with $\mathbb{F}_{p}^{2}$ in place of $B$ is $>c(k) p^{3 / 2}$.

## Proof of Lemma 6.2

It follows easily from Lemma 6.1 that $h\left(x_{1}, x_{2}\right)$ cannot be of form both $g_{1}\left(x_{1}\right) p_{1}\left(x_{1}, x_{2}\right)^{d}$ and $g_{2}\left(x_{2}\right) p_{2}\left(x_{1}, x_{2}\right)^{d}$ simultaneously with $g_{1}(x), g_{2}(x) \in$ $\mathbb{F}_{p}[x]$ and $p_{1}\left(x_{1}, x_{2}\right), p_{2}\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$. Thus by symmetry reasons we may suppose that $h\left(x_{1}, x_{2}\right)$ is not of the form $g_{2}\left(x_{2}\right) p_{2}\left(x_{1}, x_{2}\right)^{d}$.

Since $B$ is a box $p$-lattice, write it in the form

$$
\begin{equation*}
B=\left\{\mathbf{x}=\left(v_{1} b_{1}, v_{2} b_{2}\right): v_{1}, v_{2} \in \mathbb{N}, 0 \leq v_{1} b_{1} \leq t_{1}, 0 \leq v_{2} b_{2} \leq t_{2}\right\} \tag{6.6}
\end{equation*}
$$

with $b_{1}, b_{2} \in \mathbb{N}$ and $0 \leq t_{1}, t_{2}<p$. Then by the triangle inequality

$$
\left|\sum_{\mathbf{x} \in B} \chi(h(\mathbf{x}))\right| \leq \sum_{0 \leq v_{2} \leq\left[t_{2} / b_{2}\right]}\left|\sum_{0 \leq v_{1} \leq\left[t_{1} / b_{1}\right]} \chi\left(h\left(v_{1} b_{1}, v_{2} b_{2}\right)\right)\right| .
$$

For fixed $v_{2}, b_{1}$ and $b_{2}$, the polynomial $h\left(v_{1} b_{1}, v_{2} b_{2}\right)$ is a polynomial of one variable in $v_{2}$. We will use the following consequence of Weil's theorem [106]:

Lemma 6.3 (Weil) Suppose that $p$ is a prime, $\chi$ is a non-principal character modulo $p$ of order $d, f(x) \in \mathbb{F}_{p}[x]$ has $s$ distinct roots in $\overline{\mathbb{F}}_{p}$, and it is not the constant multiple of the $d$-th power of a polynomial over $\mathbb{F}_{p}$. Let $y$ be a real number with $0<y \leq p$. Then for any $x \in \mathbb{F}_{p}$ :

$$
\left|\sum_{x<n \leq x+y} \chi(f(n))\right|<9 s p^{1 / 2} \log p
$$

## Proof of Lemma 6.3

This is an immediate consequence of Lemma 1 in [2].
If, for fixed $v_{2}, b_{1}, b_{2}$, the polynomial $h\left(x b_{1}, v_{2} b_{2}\right) \in \mathbb{F}_{p}[x]$ of one variable is not of the form $c g(x)^{d}$ with $c \in \mathbb{F}_{p}, g(x) \in \mathbb{F}_{p}[x]$, then by Lemma 6.3

$$
\left|\sum_{0 \leq v_{1} \leq\left[t_{1} / b_{1}\right]} \chi\left(h\left(v_{1} b_{1}, v_{2} b_{2}\right)\right)\right| \leq 9 k p^{1 / 2} \log p .
$$

We will show that for fixed $b_{1}$ and $b_{2}$ there are only few values of $v_{2}$ for which the polynomial $h\left(x b_{1}, v_{2} b_{2}\right) \in \mathbb{F}_{p}[x]$ is of the form $c g(x)^{d}$. For this we need

Lemma 6.4 (Gyarmati, Sárközy, Stewart) Let $h(x, y) \in \mathbb{F}_{p}[x, y]$ be a polynomial of two variables, which is not of the form $q(y) p(x, y)^{d}$ with $q(y) \in$ $\mathbb{F}_{p}[y], p(x, y) \in \mathbb{F}_{p}[x, y]$. Denote by $n$ and $m$ the degree of the polynomial $h(x, y)$ in $x$ and $y$, respectively. Then there are at most $n m+m$ values $y_{0} \in \mathbb{F}_{p}$ such that

$$
h\left(x, y_{0}\right) \in \mathbb{F}_{p}[x]
$$

is of the form $c g(x)^{d}$ with $c \in \mathbb{F}_{p}, g(x) \in \mathbb{F}_{p}[x]$.
Proof of Lemma 6.4 This is Lemma 4 in [60].

Let $n$ and $m$ be the degree of $h\left(x_{1}, x_{2}\right)$ in $x_{1}$ and $x_{2}$ respectively. We have assumed that $h\left(x_{1}, x_{2}\right)$ is not of the form $g_{2}\left(x_{2}\right) p_{2}\left(x_{1}, x_{2}\right)^{d}$, thus by Lemma 6.4, there are at most $n m+m$ values of $v_{2}$ such that $h\left(x b_{1}, v_{2} b_{2}\right)$ is of the form $c g(x)^{d}$ for some $c \in \mathbb{F}_{p}, g(x) \in \mathbb{F}_{p}[x]$. Let $\mathcal{V}$ denote the set of these $v_{2}$ 's. Then

$$
\begin{equation*}
|\mathcal{V}| \leq m n+m \leq k^{2}+k . \tag{6.7}
\end{equation*}
$$

By (6.6)

$$
\begin{aligned}
\left|\sum_{\mathbf{x} \in B} \chi(h(\mathbf{x}))\right| \leq & \sum_{v_{2} \in \mathcal{V}}\left|\sum_{0 \leq v_{1} \leq\left[t_{1} / b_{1}\right]} \chi\left(h\left(v_{1} b_{1}, v_{2} b_{2}\right)\right)\right| \\
& +\sum_{v_{2} \in \mathbb{F}_{p} \backslash \mathcal{V}}\left|\sum_{0 \leq v_{1} \leq\left[t_{1} / b_{1}\right]} \chi\left(h\left(v_{1} b_{1}, v_{2} b_{2}\right)\right)\right| .
\end{aligned}
$$

For $v_{2} \in \mathcal{V}$ we use the trivial estimate $p$ for the inner sum. By Lemma 6.4 and (6.7)

$$
\sum_{v_{2} \in \mathcal{V}}\left|\sum_{0 \leq v_{1} \leq\left[t_{1} / b_{1}\right]} \chi\left(h\left(v_{1} b_{1}, v_{2} b_{2}\right)\right)\right| \leq\left(k^{2}+k\right) p .
$$

For $v_{2} \in \mathbb{F}_{p} \backslash \mathcal{V}$ we use Lemma 6.3 to deduce that

$$
\sum_{v_{2} \in \mathbb{F}_{p} \backslash \mathcal{V}}\left|\sum_{0 \leq v_{1} \leq\left[t_{1} / b_{1}\right]} \chi\left(h\left(v_{1} b_{1}, v_{2} b_{2}\right)\right)\right|<9 k p^{3 / 2} \log p .
$$

Thus by (6.4)

$$
\left|\sum_{\mathbf{x} \in B} \chi(h(\mathbf{x}))\right|<\left(k^{2}+k\right) p+9 k p^{3 / 2} \log p<10 k p^{3 / 2} \log p
$$

which completes the proof of Lemma 6.2.
Lemma 6.5 (Gyarmati, Sárközy, Stewart) Suppose that $f \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ is a polynomial such that there are no distinct $\mathbf{d}_{1}, \ldots, \mathbf{d}_{\ell} \in \mathbb{F}_{p}^{2}$ with the property that $f\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \ldots f\left(\mathbf{x}+\mathbf{d}_{\ell}\right)$ is of the form $c g(\mathbf{x})^{2}$ with $c \in \mathbb{F}_{p}$, $g \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$. Let $k$ be the degree of the polynomial $f\left(x_{1}, x_{2}\right)$. Then for the binary $p$-lattice $\eta$ defined in (6.3) we have

$$
\left|Q_{\ell}(\eta)\right|<11 k \ell p^{3 / 2} \log p
$$

Proof of Lemma 6.5 We have

$$
Q_{\ell}(\eta)=\max _{B, \mathbf{d}_{\mathbf{1}}, \ldots, \mathbf{d}_{\mathbf{k}}}\left|\sum_{\mathbf{x} \in B} \eta\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \cdots \eta\left(\mathbf{x}+\mathbf{d}_{\ell}\right)\right|,
$$

where the maximum is taken over all distinct $\mathbf{d}_{1}, \ldots, \mathbf{d}_{\ell} \in I_{p}^{2}$ and box $p$ lattices $B$ such that $B+\mathbf{d}_{1}, \ldots, B+\mathbf{d}_{\ell} \subseteq I_{p}^{2}$. Let $B$ be the box $p$-lattice, $\mathrm{d}_{1}, \ldots, \mathrm{~d}_{\ell} \in I_{p}^{2}$ be the vectors for which this maximum is attained so that

$$
Q_{\ell}(\eta)=\left|\sum_{\mathbf{x} \in B} \eta\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \cdots \eta\left(\mathbf{x}+\mathbf{d}_{\ell}\right)\right| .
$$

Write $h(\mathbf{x})=f\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \cdots f\left(\mathbf{x}+\mathbf{d}_{\ell}\right)$, then

$$
Q_{\ell}(\eta) \leq\left|\sum_{\mathbf{x} \in B}\left(\frac{h(\mathbf{x})}{p}\right)\right|+\sum_{\substack{\mathbf{x} \in B \\ h(\mathbf{x})=0}} 1
$$

$h(\mathbf{x})$ is a polynomial of degree $k \ell$. Estimating the number of zeros of $h(\mathbf{x})$ we find that

$$
\begin{equation*}
\sum_{\substack{\mathbf{x} \in B \\ h(\mathbf{x})=0}} 1 \leq k \ell p \tag{6.8}
\end{equation*}
$$

By assumption $h(\mathbf{x})$ is not of the form $c g(\mathbf{x})^{2}$ and its degree is $\ell k$. Thus by Lemma 6.2 and (6.8) we have

$$
Q_{\ell}(\eta) \leq 10 \ell k p^{3 / 2} \log p+\ell k p,
$$

which was to be proved.
Suppose that one of the 5 conditions in Theorem 6.1 holds. We will prove that the product

$$
h(\mathbf{x})=f\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \ldots f\left(\mathbf{x}+\mathbf{d}_{\ell}\right)
$$

cannot be the constant multiple of a perfect square. Then by Lemma 6.5 we get Theorem 6.1.

Next we will introduce three definitions (they are very similar to the ones introduced by Goubin, Mauduit and Sárközy in [31]).

Definition 6.2 (Gyarmati, Sárközy, Stewart) Let $G$ be a group with respect to addition. Let $A$ and $B$ be subsets of $G$ and suppose that for all $c$ in
$G$ the number of solutions of

$$
a+b=c,
$$

with $a$ in $A$ and $b$ in $B$ is even. Then $(A, B)$ is said to have property $P$.
Definition 6.3 (Gyarmati, Sárközy, Stewart) Let $r, \ell$, and $m$ be positive integers with $r, \ell \leq m$. The triple $(r, \ell, m)$ is said to be admissible if there are no $\mathcal{A}, \mathcal{B} \subseteq \mathbb{Z}_{m}$ such that $|\mathcal{A}|=r,|\mathcal{B}|=\ell$, and $(\mathcal{A}, \mathcal{B})$ possesses property $P$.

We shall also introduce an equivalence relation on $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ as in the proof of Theorem 6.A in [31].

Definition 6.4 (Gyarmati, Sárközy, Stewart) Two polynomials $\varphi\left(x_{1}, x_{2}\right), \psi\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ are equivalent if there are $a_{1}, a_{2} \in \mathbb{F}_{p}$ such that

$$
\psi\left(x_{1}, x_{2}\right)=\varphi\left(x_{1}+a_{1}, x_{2}+a_{2}\right) .
$$

Write the polynomial $f\left(x_{1}, x_{2}\right)$ in the theorem as a product of irreducible polynomials in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$. (Recall that the lattice $\eta$ is determined by this polynomial $f\left(x_{1}, x_{2}\right)$, the definition of $\eta$ is presented in (6.2).) Let us group these factors so that in each group the equivalent irreducible factors are collected. Consider a typical group $\varphi\left(x_{1}+a_{1,1}, x_{2}+a_{2,1}\right), \varphi\left(x_{1}+a_{1,2}, x_{2}+\right.$ $\left.a_{2,2}\right), \ldots, \varphi\left(x_{1}+a_{1, s}, x_{2}+a_{2, s}\right)$. Then $f\left(x_{1}, x_{2}\right)$ is of the form

$$
f\left(x_{1}, x_{2}\right)=\varphi\left(x_{1}+a_{1,1}, x_{2}+a_{2,1}\right) \cdots \varphi\left(x_{1}+a_{1, s}, x_{2}+a_{2, s}\right) g\left(x_{1}, x_{2}\right),
$$

where $g\left(x_{1}, x_{2}\right)$ has no irreducible factor equivalent with any $\varphi\left(x_{1}+a_{1, i}, x_{2}+\right.$ $\left.a_{2, i}\right)(1 \leq i \leq s)$.

We will use the following lemma:
Lemma 6.6 (Gyarmati, Sárközy, Stewart) Let $\varphi\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ be nonzero and let $c, a_{1}, a_{2} \in \mathbb{F}_{p}$ with $\left(a_{1}, a_{2}\right) \neq(0,0)$ be such that

$$
\begin{equation*}
\varphi\left(x_{1}, x_{2}\right)=c \varphi\left(x_{1}+a_{1}, x_{2}+a_{2}\right), \tag{6.9}
\end{equation*}
$$

for all $\left(x_{1}, x_{2}\right)$ in $\mathbb{F}_{p}^{2}$. Suppose that the degree of $\varphi\left(x_{1}, x_{2}\right)$ is less than $p$. Then there is a polynomial $g \in F_{p}[x]$ such that

$$
\begin{equation*}
\varphi\left(x_{1}, x_{2}\right)=g\left(a_{2} x_{1}-a_{1} x_{2}\right) . \tag{6.10}
\end{equation*}
$$

Proof of Lemma 6.6 We will use repeatedly the fact that if two polynomials of degree less than $p$ in each variable define the same polynomial function, then they must also be identical polynomials.

By considering the highest degree terms in (6.9), we get $c=1$ so that

$$
\varphi\left(x_{1}, x_{2}\right)=\varphi\left(x_{1}+a_{1}, x_{2}+a_{2}\right) .
$$

It follows from this that for every $t \in \mathbb{F}_{p}$

$$
\begin{equation*}
\varphi\left(x_{1}, x_{2}\right)=\varphi\left(x_{1}+t a_{1}, x_{2}+t a_{2}\right) . \tag{6.11}
\end{equation*}
$$

One of $a_{1}$ and $a_{2}$ is nonzero and, without loss of generality, we may suppose that $a_{2} \neq 0$. Then write $\varphi\left(x_{1}, x_{2}\right)$ in the form

$$
\begin{align*}
\varphi\left(x_{1}, x_{2}\right) & =\varphi\left(a_{2}^{-1}\left(\left(a_{2} x_{1}-a_{1} x_{2}\right)+a_{1} x_{2}\right), x_{2}\right) \\
& =q_{n}\left(a_{2} x_{1}-a_{1} x_{2}\right) x_{2}^{n}+q_{n-1}\left(a_{2} x_{1}-a_{1} x_{2}\right) x_{2}^{n-1}+\ldots \\
& +q_{0}\left(a_{2} x_{1}-a_{1} x_{2}\right), \tag{6.12}
\end{align*}
$$

where $q_{i}(x) \in \mathbb{F}_{p}[x]$ are polynomials of one variable. For fixed $x_{1}, x_{2}$ write $A=\varphi\left(x_{1}, x_{2}\right)$ and $Q_{i}=q_{i}\left(a_{2} x_{1}-a_{1} x_{2}\right)=q_{i}\left(a_{2}\left(x_{1}+t a_{1}\right)-a_{1}\left(x_{2}+t a_{2}\right)\right)$. Then by (6.11) and (6.12) for every $t \in \mathbb{F}_{p}$ :

$$
A=\varphi\left(x_{1}, x_{2}\right)=\varphi\left(x_{1}+t a_{1}, x_{2}+t a_{2}\right)=Q_{n}\left(x_{2}+t a_{2}\right)^{n}+\cdots+Q_{0} .
$$

Both $A$ and the expression on the right above are polynomials in $t$ of degree at most $p$. These polynomials define the same function and so they are the same polynomials, which is possible only if $n=0$. It follows that

$$
q_{0}\left(a_{2} x_{1}-a_{1} x_{2}\right)-\varphi\left(x_{1}, x_{2}\right)=Q_{0}-A=0,
$$

for every $x_{1}, x_{2} \in \mathbb{F}_{p}$. Since both $q_{0}$ and $\varphi$ have degree less than $p$ in $x_{1}$ and $x_{2}$, thus

$$
q_{0}\left(a_{2} x_{1}-a_{1} x_{2}\right)=\varphi\left(x_{1}, x_{2}\right)
$$

as formal polynomials, which proves (6.10).
First we study the case when condition a) holds in Theorem 6.1, so when $f\left(x_{1}, x_{2}\right)$ is irreducible in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$. As before let $\mathbf{d}_{1}, \ldots, \mathbf{d}_{\ell}$ be distinct elements of $I_{p}^{2}$ and put $h(\mathbf{x})=f\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \cdots f\left(\mathbf{x}+\mathbf{d}_{\ell}\right)$. Then by Lemma 6.6 the irreducible polynomials $f\left(\mathbf{x}+\mathbf{d}_{\mathbf{j}}\right)$ are different since $f\left(x_{1}, x_{2}\right)$ is not of the form (6.3). By Lemma 6.1, there is unique factorization in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$, thus $h(\mathbf{x})$ cannot be the constant multiple of a perfect square. By using Lemma 6.5 we get the statement.

Next we prove parts b), c) and d) in Theorem 6.1. Write $f\left(x_{1}, x_{2}\right)$ in the form $u\left(x_{1}, x_{2}\right)\left(v\left(x_{1}, x_{2}\right)\right)^{2}$ where $u\left(x_{1}, x_{2}\right)$ is squarefree, so, in other words, there is no non-constant irreducible polynomial $h\left(x_{1}, x_{2}\right)$ with $\left(h\left(x_{1}, x_{2}\right)\right)^{2}$ a divisor of $u\left(x_{1}, x_{2}\right)$. Since $f\left(x_{1}, x_{2}\right)$ is not of the form (6.3), in the factorization of $u\left(x_{1}, x_{2}\right)$ there is an irreducible factor $\bar{u}\left(x_{1}, x_{2}\right)$ which cannot be written in the form

$$
\begin{equation*}
\bar{u}\left(x_{1}, x_{2}\right)=u\left(\alpha x_{1}+\beta x_{2}\right) . \tag{6.13}
\end{equation*}
$$

Consider the polynomials $\bar{u}\left(\mathbf{x}+\mathbf{a}_{\mathbf{i}}\right)$ for $i=1,2, \ldots, r$ which are equivalent with $\bar{u}(\mathbf{x})$ and appear in the factorization of $u(\mathbf{x})$.

We shall prove that $h(\mathbf{x})=f\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \cdots f\left(\mathbf{x}+\mathbf{d}_{\ell}\right)$ is not a constant multiple of a perfect square. We shall suppose that $h(\mathbf{x})$ is the constant multiple of a perfect square. Then $h_{1}(\mathbf{x})=u\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \cdots u\left(\mathbf{x}+\mathbf{d}_{\ell}\right)$ is also a constant multiple of a perfect square.

Write $h_{1}(\mathbf{x})$ as a product of irreducible polynomials in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$. Then all polynomials $\bar{u}\left(\mathbf{x}+\mathbf{a}_{\mathbf{i}}+\mathbf{d}_{\mathbf{j}}\right)(1 \leq i \leq s, 1 \leq j \leq \ell)$ occur amongst the factors. These polynomials $\bar{u}\left(\mathbf{x}+\mathbf{a}_{\mathbf{i}}+\mathbf{d}_{\mathbf{j}}\right)$ are equivalent, and no other factors belonging to this equivalence class will occur amongst the irreducible factors of $h_{1}(\mathbf{x})$. By Lemma 6.6 all polynomials $\bar{u}(\mathbf{x}+\mathbf{c})$ for $\mathbf{c} \in \mathbb{F}_{p}^{2}$ are distinct since $\bar{u}$ is not of the form (6.13). Thus in the collection, formed by the equivalent factors $\bar{u}\left(\mathbf{x}+\mathbf{a}_{\mathbf{i}}+\mathbf{d}_{\mathbf{j}}\right)$, every polynomial must occur an even number of times. As a consequence every $c \in \mathbb{F}_{p}^{2}$ occurs an even number of times in the form $a_{i}+d_{j}$ with $1 \leq i \leq r$ and $1 \leq j \leq \ell$.

Lemma 6.7 (Gyarmati, Sárközy, Stewart) Let $s(s-1) / 2<p$ and

$$
\mathbf{d}_{\mathbf{i}}=\left(d_{i}^{\prime}, d_{i}^{\prime \prime}\right) \in \mathbb{F}_{p}^{2} \quad(1 \leq i \leq s)
$$

be different vectors. Then there exists $a \lambda \in \mathbb{F}_{p}^{*}$ such that

$$
d_{i}^{\prime}+\lambda d_{i}^{\prime \prime} \in \mathbb{F}_{p} \quad(1 \leq i \leq s)
$$

are different.
Proof of Lemma 6.7 Suppose that for some pair $(i, j)$ with $1 \leq i<j \leq$ $\ell$ we have

$$
d_{i}^{\prime}+\lambda d_{i}^{\prime \prime}=d_{j}^{\prime}+\lambda d_{j}^{\prime \prime} .
$$

Then $d_{i}^{\prime \prime} \neq d_{j}^{\prime \prime}$, otherwise we obtain $\left(d_{i}^{\prime}, d_{i}^{\prime \prime}\right)=\left(d_{j}^{\prime}, d_{j}^{\prime \prime}\right)$. Thus for every $i \neq j$ at most one $\lambda$ exists such that

$$
d_{i}^{\prime}+\lambda d_{i}^{\prime \prime}=d_{j}^{\prime}+\lambda d_{j}^{\prime \prime} .
$$

The number of pairs $(i, j)$ with $1 \leq i<j \leq \ell$ is $\ell(\ell-1) / 2$. Thus at most $\ell(\ell-1) / 2$ values of $\lambda$ exist such that

$$
d_{i}^{\prime}+\lambda d_{i}^{\prime \prime}=d_{j}^{\prime}+\lambda d_{j}^{\prime \prime}
$$

for some $i \neq j$. Since $\ell(\ell-1) / 2<p$ the lemma follows.
We have $\mathcal{A}=\left\{\mathbf{a}_{\mathbf{1}}, \ldots, \mathbf{a}_{\mathbf{r}}\right\}$ and $\mathcal{D}=\left\{\mathbf{d}_{\mathbf{1}}, \ldots, \mathbf{d}_{\ell}\right\} \subseteq \mathbb{F}_{p}^{2}$, where $r \leq k$. By Lemma 6.7 we may choose $\lambda \in \mathbb{F}_{p}$ such that both sets

$$
\mathcal{A}^{\prime}=\left\{a^{\prime}+\lambda a^{\prime \prime}: \quad\left(a^{\prime}, a^{\prime \prime}\right) \in \mathcal{A}\right\}
$$

and

$$
\mathcal{D}^{\prime}=\left\{d^{\prime}+\lambda d^{\prime \prime}: \quad\left(d^{\prime}, d^{\prime \prime}\right) \in \mathcal{D}\right\}
$$

contain different elements.
Lemma 6.8 (Gyarmati, Sárközy, Stewart) $\left(\mathcal{A}^{\prime}, \mathcal{D}^{\prime}\right)$ possesses property $P$.

Proof of Lemma 6.8 In order to verify the lemma we need to prove that for any $c \in \mathbb{F}_{p}$ the number of solutions

$$
\begin{equation*}
a+d=c, \quad a \in \mathcal{A}^{\prime}, d \in \mathcal{D}^{\prime} \tag{6.14}
\end{equation*}
$$

is even. Indeed, it is clear that the number of solutions of (6.14) is the same as the number of solutions of

$$
\begin{align*}
\left(a^{\prime}, a^{\prime \prime}\right)+\left(d^{\prime}, d^{\prime \prime}\right) & =\left(c^{\prime}, c^{\prime \prime}\right), \quad\left(a^{\prime}, a^{\prime \prime}\right) \in \mathcal{A},\left(d^{\prime}, d^{\prime \prime}\right) \in \mathcal{D} \\
c^{\prime}+\lambda c^{\prime \prime} & =c . \tag{6.15}
\end{align*}
$$

Since $(\mathcal{A}, \mathcal{D})$ possesses property P , for each $\left(c^{\prime}, c^{\prime \prime}\right) \in \mathbb{F}_{p}^{2}$ the number of solutions of the equation

$$
\left(a^{\prime}, a^{\prime \prime}\right)+\left(d^{\prime}, d^{\prime \prime}\right)=\left(c^{\prime}, c^{\prime \prime}\right), \quad\left(a^{\prime}, a^{\prime \prime}\right) \in \mathcal{A}, \quad\left(d^{\prime}, d^{\prime \prime}\right) \in \mathcal{D}
$$

is even. Thus the number of solutions of the system (6.15) is also even, and equivalently, the number of solutions of (6.14) is also even. This proves Lemma 6.8.

By Lemma $6.8\left(\mathcal{A}^{\prime}, \mathcal{D}^{\prime}\right)$ possesses property P . Thus $(r, \ell, p)$ is not an admissible triple. By contrast we have the following lemma.

Lemma 6.9 (Goubin, Mauduit, Sárközy) (i) For every prime p and $r \in$ $\mathbb{N}$ the triple $(r, 2, p)$ is admissible.
(ii) If $p$ is prime, $r, \ell \in \mathbb{N}$ and

$$
4^{\ell+r}<p
$$

then $(r, \ell, p)$ is admissible.
(iii) If $p$ is a prime such that 2 is a primitive root modulo $p$, then for every pair $(r, \ell) \in \mathbb{N}$ with $r<p, \ell<p$ the triple $(r, \ell, p)$ is admissible.

Proof of Lemma 6.9 Parts (i) and (iii) are Theorem 2 in [31] while part (ii) is Theorem 2 in [79].

Since ( $r, \ell, p$ ) is not admissible parts b), c) and d) of Theorem 6.1 follow from Lemma 6.9. In the proofs of $b$ ) and $d$ ) we could have replaced Lemma 6.8 by Lemma 4 in [79], however the lemma there does not suffice to prove part c) in Theorem 6.1, thus we have preferred to prove Lemma 6.8 here.

In order to prove part e) in Theorem 6.1 we note that the degree of the polynomial $h\left(x_{1}, x_{2}\right)$ in $x_{1}$ is odd, thus it cannot be the constant multiple of a perfect square. Using Lemma 6.5 again part e) follows.

## 7 On Legendre symbol lattices (the degenerate case and a related construction)

In this section our goal is to continue the study of Construction 6.1. First we will analyze the degenerate case. In Section 7.1 we will analyze the structure of the degenerate polynomials $f\left(x_{1}, x_{2}\right)$, and we will introduce the notion of the normal form and rank $r=r(f)$ of such a polynomial. In Section 7.2 we will prove that if $f$ is degenerate, $\ell \leq r=r(f), \eta$ is defined by (6.2) and one of four specified conditions holds, then $Q_{\ell}(\eta)$ is small. We will also present an algorithm for deciding whether a given polynomial $f\left(x_{1}, x_{2}\right)$ is degenerate and, if it is, for determining its normal form. In Section 7.3 we will show that here the upper bound $r$ cannot be replaced by $2^{r}$. In Section 7.4 we will study the implementation of Construction 6.1 and, in particular, we will construct a large family of polynomials $f\left(x_{1}, x_{2}\right)$ which are non-degenerate and satisfy the first sufficient condition in Theorem 6.1 so that the binary lattice $\eta$ in (6.2) possesses strong pseudorandom properties. In particular its pseudorandom measures $Q_{\ell}(\eta)$ are small for $\ell$ not very large. Finally, in Section 7.5, we construct families of polynomials for which the bounds for the pseudorandom measures are essentially optimal.

### 7.1 Structure of degenerate polynomials

In this section our goal is to transform the representation (6.3) of a degenerate polynomial into another more useful one. We will need several lemmas.

Lemma 7.1 If $\mathbb{F}$ is a field, then in $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ every polynomial has a factorization into irreducible polynomials which is unique apart from constant factors and reordering.

Proof of Lemma 7.1 See, for example [93, Theorem 207].
Lemma 7.2 (Gyarmati, Sárközy, Stewart) Let $g_{1}, g_{2} \in \mathbb{F}_{p}[x, y]$ and $f \in$ $\mathbb{F}_{p}[x]$ be non-zero polynomials. Suppose that for some $(\alpha, \beta) \in \mathbb{F}_{p} \times \mathbb{F}_{p}$

$$
\begin{equation*}
g_{1}(x, y) g_{2}(x, y)=f(\alpha x+\beta y) . \tag{7.1}
\end{equation*}
$$

Then there exist $f_{1}, f_{2} \in \mathbb{F}_{p}[x]$ such that

$$
g_{i}(x, y)=f_{i}(\alpha x+\beta y)
$$

for $i=1,2$.

Proof of Lemma 7.2 If $(\alpha, \beta)=(0,0)$ the result is immediate. Thus we may suppose that $(\alpha, \beta) \neq(0,0)$ and, without loss of generality, we may assume that $\alpha \neq 0$. Put

$$
z=\alpha x+\beta y
$$

so that $x=\alpha^{-1} z-\alpha^{-1} \beta y$. We may now define $h_{1}, h_{2}$ in $\mathbb{F}_{p}[y, z]$ by putting

$$
h_{i}(y, z)=g_{i}\left(\alpha^{-1} z-\alpha^{-1} \beta y, y\right) \quad \text { for } i=1,2 .
$$

From (7.1) we find that

$$
\begin{equation*}
h_{1}(y, z) h_{2}(y, z)=f(z) . \tag{7.2}
\end{equation*}
$$

Write

$$
\begin{aligned}
& h_{1}(y, z)=u_{a}(z) y^{a}+u_{a-1}(z) y^{a-1}+\cdots+u_{0}(z), \\
& h_{2}(y, z)=v_{b}(z) y^{b}+v_{b-1}(z) y^{b-1}+\cdots+v_{0}(z)
\end{aligned}
$$

and

$$
h_{1}(y, z) h_{2}(y, z)=w_{a+b}(z) y^{a+b}+w_{a+b-1}(z) y^{a+b-1}+\cdots+w_{0}(z)
$$

where $u_{a}(z), v_{b}(z)$ are not the zero polynomial. Clearly we have

$$
\begin{equation*}
w_{a+b}(z)=u_{a}(z) v_{b}(z) \tag{7.3}
\end{equation*}
$$

But by $(7.2), h_{1}(y, z) h_{2}(y, z)$ is a one variable polynomial in $z$, thus we have

$$
\begin{equation*}
w_{a+b}(z)=w_{a+b-1}(z)=\cdots=w_{1}(z)=0 \text { if } a+b>0 . \tag{7.4}
\end{equation*}
$$

It follows from $(7.3)$ and $u_{a}(z) \neq 0, v_{b}(z) \neq 0$ that $w_{a+b}(z) \neq 0$. Thus by (7.4) we have $a+b=0$ whence $a=b=0$. Then $h_{1}(y, z)=u_{0}(z), h_{2}(y, z)=v_{0}(z)$ which completes the proof of the lemma.

We shall identify the elements of $\mathbb{F}_{p}$ with the $p$ congruence classes modulo $p$ and shall denote the elements of $\mathbb{F}_{p} \times \mathbb{F}_{p}$ by $(a, b)$ with $a$ and $b$ integers representing the congruence class of $a$ and of $b$ modulo $p$. Define the subset $T$ of $\mathbb{F}_{p} \times \mathbb{F}_{p}$ by

$$
T=\{(0,1),(1,0),(1,1),(2,1), \ldots,(p-1,1)\}
$$

Lemma 7.3 (Gyarmati, Sárközy, Stewart) Let $f$ be a non-constant degenerate polynomial in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ of degree less than $p$ in $x_{1}$ and in $x_{2}$. Then there exist a non-zero $\lambda$ in $\mathbb{F}_{p}$, a non-negative integer $r$, distinct elements
$\left(\gamma_{1}, \delta_{1}\right), \ldots,\left(\gamma_{r}, \delta_{r}\right)$ from $T, \psi$ in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ and squarefree non-constant polynomials $\varphi_{1}, \ldots, \varphi_{r}$ in $\mathbb{F}_{p}[x]$ for which

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=\lambda\left(\prod_{j=1}^{r} \varphi_{j}\left(\gamma_{j} x_{1}+\delta_{j} x_{2}\right)\right) \psi^{2}\left(x_{1}, x_{2}\right) \tag{7.5}
\end{equation*}
$$

Further $r$ is uniquely determined and the polynomials $\varphi_{j}\left(\gamma_{j} x_{1}+\delta_{j} x_{2}\right)$ and $\psi\left(x_{1}, x_{2}\right)$ are unique up to constant factors and reordering of $\varphi_{1}\left(\gamma_{1} x_{1}+\right.$ $\left.\delta_{1} x_{2}\right), \ldots, \varphi_{r}\left(\gamma_{r} x_{1}+\delta_{r} x_{2}\right)$.

We shall refer to a decomposition of $f$ as in (7.5) as a normal form of $f$ and to $r$ as the rank of $f$. Notice that since $\left(\gamma_{1}, \delta_{1}\right), \ldots,\left(\gamma_{r}, \delta_{r}\right)$ are distinct elements of $T$ we have

$$
\begin{equation*}
\gamma_{j} \delta_{i}-\delta_{j} \gamma_{i} \neq 0 \quad \text { for } i \neq j \tag{7.6}
\end{equation*}
$$

Proof of Lemma 7.3 Let $\psi$ be a polynomial of largest degree for which $\psi^{2}$ divides $f$ in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$. Then since $f$ is degenerate we may write $f$ in the form (6.3) with $\psi$ as above and with $\left(\gamma_{i}, \delta_{i}\right) \neq(0,0)$ for $i=1, \ldots, s$. Further we may suppose that $\varphi_{1}, \ldots, \varphi_{s}$ are squarefree polynomials in $\mathbb{F}_{p}[x]$ and that $\varphi_{1} \cdots \varphi_{s}$ is also squarefree.

Suppose that $\varphi$ is in $\mathbb{F}_{p}[x]$ and $(\gamma, \delta)$ are in $\mathbb{F}_{p} \times \mathbb{F}_{p} \backslash\{(0,0)\}$ and define $\varphi^{*}$ in $\mathbb{F}_{p}[x]$ by

$$
\varphi^{*}(x)= \begin{cases}\varphi(\gamma x) & \text { when } \gamma \neq 0 \\ \varphi(\delta x) & \text { when } \gamma=0\end{cases}
$$

Then

$$
\varphi\left(\gamma x_{1}+\delta x_{2}\right)= \begin{cases}\varphi^{*}\left(x_{1}+\delta \gamma^{-1} x_{2}\right) & \text { if } \gamma \neq 0 \\ \varphi^{*}\left(x_{2}\right) & \text { if } \gamma=0\end{cases}
$$

Therefore we may write

$$
\varphi_{1}\left(\gamma_{1} x_{1}+\delta_{1} x_{2}\right) \cdots \varphi_{s}\left(\gamma_{s} x_{1}+\delta_{s} x_{2}\right)
$$

as

$$
\varphi_{1}^{*}\left(\gamma_{1} x_{1}+\delta_{1} x_{2}\right) \cdots \varphi_{s}^{*}\left(\gamma_{s} x_{1}+\delta_{s} x_{2}\right)
$$

where now $\left(\gamma_{i}, \delta_{i}\right)$ is in $T$ for $i=1, \ldots, s$. We now collect and multiply together the polynomials $\varphi_{i}^{*}$ for which $\left(\gamma_{i}, \delta_{i}\right)$ are the same to get a representation for $f$ of the form (7.5).

Suppose that, in addition to (7.5),

$$
f\left(x_{1}, x_{2}\right)=\lambda_{1}\left(\prod_{j=1}^{s} \rho_{j}\left(\theta_{j} x_{1}+\beta_{j} x_{2}\right)\right) \psi_{1}^{2}\left(x_{1}, x_{2}\right)
$$

with $\left(\theta_{1}, \beta_{1}\right), \ldots,\left(\theta_{s}, \beta_{s}\right)$ distinct elements of $T, \lambda_{1}$ a non-zero element of $\mathbb{F}_{p}, \psi_{1}$ in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ and squarefree non-constant polynomials $\rho_{1}, \ldots, \rho_{s}$ in $\mathbb{F}_{p}[x]$. By Lemma $7.1 \psi(x)$ is a constant times $\psi_{1}(x)$ since $\psi^{2}(x)$ and $\psi_{1}^{2}(x)$ correspond to the greatest square factor of $f$ in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$. Next note that for each $j$ from 1 to s we may decompose $\rho_{j}\left(\theta_{j} x_{1}+\beta_{j} x_{2}\right)$ into irreducibles and by Lemma 7.2

$$
\rho_{j}\left(\theta_{j} x_{1}+\beta_{j} x_{2}\right)=\rho_{j, 1}\left(\theta_{j} x_{1}+\beta_{j} x_{2}\right) \cdots \rho_{j, t}\left(\theta_{j} x_{1}+\beta_{j} x_{2}\right)
$$

where $\rho_{j, 1}, \ldots, \rho_{j, t}$ are irreducible polynomials in $\mathbb{F}_{p}[x]$. Thus each irreducible $\rho_{j, k}\left(\theta_{j} x_{1}+\beta_{j} x_{2}\right)$ occurs in the essentially unique decomposition of $\varphi_{m}\left(\gamma_{m} x_{1}+\right.$ $\left.\delta_{m} x_{2}\right)$ into irreducibles for some $m$. Notice that if a polynomial $g(x, y)=$ $f_{1}\left(\gamma_{1} x+\beta_{1} y\right)=f_{2}\left(\gamma_{2} x+\beta_{2} y\right)$ with $f_{1}, f_{2} \in \mathbb{F}[x]$ and $\gamma_{1} \beta_{2}-\gamma_{2} \beta_{1} \neq 0$ then $g(x, y)$ is a constant. (Indeed, fix $a, b, c, d \in \mathbb{F}_{p}$ and we will prove that $g(a, b)=g(c, d)$. Since $\gamma_{1} \beta_{2}-\gamma_{2} \beta_{1} \neq 0$ the system of linear equations

$$
\begin{aligned}
& \gamma_{1} x+\beta_{1} y=\gamma_{1} a+\beta_{1} b \\
& \gamma_{2} x+\beta_{2} y=\gamma_{2} c+\beta_{2} d
\end{aligned}
$$

has a unique solution in $x, y \in \mathbb{F}_{p}$. Then

$$
\begin{aligned}
g(a, b) & =f_{1}\left(\gamma_{1} a+\beta_{1} b\right)=f_{1}\left(\gamma_{1} x+\beta_{1} y\right)=g(x, y)=f_{2}\left(\gamma_{2} x+\beta_{2} y\right) \\
& \left.=f_{2}\left(\gamma_{2} c+\beta_{2} d\right)=g(c, d) .\right)
\end{aligned}
$$

Thus, by (7.6), $\left(\theta_{j}, \beta_{j}\right)=\left(\gamma_{m}, \delta_{m}\right)$. Repeating this argument with all the irreducible factors of $\rho_{j}$ and all the irreducible factors of $\varphi_{m}\left(\gamma_{m} x_{1}+\delta_{m} x_{z}\right)$ we find that $\varphi_{m}\left(\gamma_{m} x_{1}+\delta_{m} x_{2}\right) / \rho_{j}\left(\theta_{j} x_{1}+\beta_{j} x_{2}\right)$ is a constant. From this it readily follows that $r=s$ and the result follows.

We remark that we may determine if a polynomial $f$ is degenerate by first replacing it with a polynomial $f^{*}$ of degree at most $p-1$ in each variable by using the fact that $x^{p}=x$ for all $x$ in $\mathbb{F}_{p}$. We then factor $f^{*}$ and write $f^{*}$ as a product of irreducibles multiplied by its largest square divisor. Each irreducible must be tested to see if it is of the form $g(\gamma x+\beta y)$ with $g \in \mathbb{F}_{p}[x]$ and $(\gamma, \beta) \in T$. Given $(\gamma, \beta)$ in $T$ if suffices to check that the irreducible is constant on the lines in $\mathbb{F}_{p} \times \mathbb{F}_{p}$ given by $\gamma x+\beta y=c$ for $c$ in $\mathbb{F}_{p}$ and this is a finite process. Furthermore $T$ is a finite set. Either there is an irreducible
not of the form $g(\gamma x+\beta y)$ for any $g \in \mathbb{F}[x]$ and $(\gamma, \beta)$ in $T$ in which case $f^{*}$ is non-degenerate or $f^{*}$ is degenerate and we may produce the normal form as in the proof of Lemma 7.3.

### 7.2 The pseudorandom measures of small order in the degenerate case.

We will show that if $f\left(x_{1}, x_{2}\right)$ is a degenerate polynomial and the order $\ell$ of the pseudorandom measure $Q_{\ell}$ is not greater than the rank of $f$ then, for the binary lattice $\eta$ defined in (6.2), $Q_{\ell}(\eta)$ is small. In fact our estimates are the same as in the non-degenerate case studied in Theorem 6.1.

Theorem 7.1 (Gyarmati, Sárközy, Stewart) Let $f\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ be a non-constant degenerate polynomial of reduced normal form (7.5) with degree $k$. Suppose that $\ell$, the order of the pseudorandom measure is not greater than the rank $r$ of $f\left(x_{1}, x_{2}\right)$, and one of the following 5 conditions holds:
a) $f\left(x_{1}, x_{2}\right)$ is irreducible in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$,
b) $\ell=2$,
c) 2 is a primitive root modulo $p$,
d) $(4 k)^{\ell}<p$ or $(4 \ell)^{k}<p$,
e) $\ell$ and the degree of the polynomial $f\left(x_{1}, x_{2}\right)$ in $x_{1}$ (or in $x_{2}$ ) are odd.

Then for the binary lattice $\eta$ defined in (6.2) we have

$$
Q_{\ell}(\eta)<11 k \ell p^{3 / 2} \log p .
$$

Proof of Theorem 7.1 The proof will be based on the following result.
Lemma 7.4 (Gyarmati, Sárközy, Stewart) Suppose that $f \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ is a polynomial such that there are no distinct $\mathbf{d}_{1}, \ldots, \mathbf{d}_{\ell} \in \mathbb{F}_{p}^{2}$ with the property that $f\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \ldots f\left(\mathbf{x}+\mathbf{d}_{\ell}\right)$ is of the form $c q(\mathbf{x})^{2}$ with $c \in \mathbb{F}_{p}$, $q \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$. Let $k$ be the degree of the polynomial $f\left(x_{1}, x_{2}\right)$. Then for the binary $p$-lattice $\eta$ defined in (6.2) we have

$$
\left|Q_{\ell}(\eta)\right|<11 k \ell p^{3 / 2} \log p .
$$

Proof of Lemma 7.4 This is Lemma 6.5 in Section 6.
In order to ensure the applicability of this lemma, we have to show that it follows from one of the 5 assumptions in Theorem 7.1 that there are not distinct $\mathbf{d}_{1}, \ldots, \mathbf{d}_{\ell} \in \mathbb{F}_{p}^{2}$ such that the polynomial

$$
h(\mathbf{x})=f\left(\mathbf{x}+\mathbf{d}_{1}\right) \ldots f\left(\mathbf{x}+\mathbf{d}_{\ell}\right)
$$

is of the form $c q(\mathbf{x})^{2}$ with $c \in \mathbb{F}_{p}, q \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$. Indeed, if this is proved, then the assumption in Lemma 7.4 holds in each of these 5 cases thus the statement of Theorem 7.1 follows from Lemma 7.4 immediately.

We will prove this by contradiction. Assume that

$$
h(\mathbf{x})=f\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \cdots f\left(\mathbf{x}+\mathbf{d}_{\ell}\right)
$$

is the constant multiple of a perfect square. Then we will prove

$$
r+1 \leq \ell
$$

where $r$ denotes the rank of $f$, which contradicts our assumption.
Write

$$
\mathbf{d}_{i}=\left(d_{i}^{\prime}, d_{i}^{\prime \prime}\right)
$$

for $i=1, \ldots, l$.
Suppose that $f$ has the normal form

$$
f\left(x_{1}, x_{2}\right)=\lambda \prod_{j=1}^{r} f_{j}\left(\alpha_{j} x_{1}+\beta_{j} x_{2}\right) \psi^{2}\left(x_{1}, x_{2}\right)
$$

with $\lambda \in \mathbb{F}_{p} \backslash\{0\},\left(\alpha_{1}, \beta_{1}\right), \ldots,\left(\alpha_{r}, \beta_{r}\right)$ distinct elements of $T, f_{1}, \ldots, f_{r}$ squarefree non-constant polynomials in $\mathbb{F}_{p}[x]$ and $\psi \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$. Then it follows that

$$
\begin{gather*}
\prod_{j=1}^{r} f_{j}\left(\alpha_{j} x_{1}+\beta_{j} x_{2}+\alpha_{j} d_{1}^{\prime}+\beta_{j} d_{1}^{\prime \prime}\right) f_{j}\left(\alpha_{j} x_{1}+\beta_{j} x_{2}+\alpha_{j} d_{2}^{\prime}+\beta_{j} d_{2}^{\prime \prime}\right) \cdots \\
f_{j}\left(\alpha_{j} x_{1}+\beta_{j} x_{2}+\alpha_{j} d_{\ell}^{\prime}+\beta_{j} d_{\ell}^{\prime \prime}\right) \tag{7.7}
\end{gather*}
$$

is a non-zero multiple of the square of a polynomial in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$.
Now we will introduce an equivalence relation which is similar to the one used in the proof of Theorem 1 in [31].

Definition 7.1 Two polynomials $\varphi\left(x_{1}, x_{2}\right), \psi\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ are $t$ equivalent ( $t$ for translation) if there are $a_{1}, a_{2} \in \mathbb{F}_{p}$ such that

$$
\psi\left(x_{1}, x_{2}\right)=\varphi\left(x_{1}+a_{1}, x_{2}+a_{2}\right) .
$$

Consider any two factors $f_{j_{1}}\left(\alpha_{j_{1}} x_{1}+\beta_{j_{1}} x_{2}+\alpha_{j_{1}} d_{v_{1}}^{\prime}+\beta_{j_{1}} d_{v_{1}}^{\prime \prime}\right)=f_{j_{1}}^{*}\left(\alpha_{j_{1}} x_{1}+\right.$ $\left.\beta_{j_{1}} x_{2}\right)$ and $f_{j_{2}}\left(\alpha_{j_{2}} x_{1}+\beta_{j_{2}} x_{2}+\alpha_{j_{2}} d_{v_{2}}^{\prime}+\beta_{j_{2}} d_{v_{2}}^{\prime \prime}\right)=f_{j_{2}}^{*}\left(\alpha_{j_{2}} x_{1}+\beta_{j_{2}} x_{2}\right)$ with $j_{1} \neq j_{2}$ on the right hand side of (7.7), factor them into irreducible polynomials, and consider an irreducible factor $\varphi_{1}$ of the former polynomial and $\varphi_{2}$ of the latter
polynomial. Then by Lemma 7.2, these irreducible factors are of the form $\varphi_{1}\left(\alpha_{j_{1}} x_{1}+\beta_{j_{1}} x_{2}\right)$, and $\varphi_{2}\left(\alpha_{j_{2}} x_{1}+\beta_{j_{2}} x_{2}\right)$. Assume that these two polynomials are $t$-equivalent, so that there exist $a, b \in \mathbb{F}_{p}$ such that

$$
\begin{align*}
\varphi_{1}\left(\alpha_{j_{1}} x_{1}+\beta_{j_{1}} x_{2}\right) & =\varphi_{2}\left(\alpha_{j_{2}}\left(x_{1}+a\right)+\beta_{j_{2}}\left(x_{2}+b\right)\right) \\
& =\varphi_{2}\left(\left(\alpha_{j_{2}} x_{1}+\beta_{j_{2}} x_{2}\right)+\left(\alpha_{j_{2}} a+\beta_{j_{2}} b\right)\right)=\varphi_{3}\left(\alpha_{j_{2}} x_{1}+\beta_{j_{2}} x_{2}\right) \tag{7.8}
\end{align*}
$$

(where $\left.\varphi_{3}(z)=\varphi_{2}\left(z+\left(\alpha_{j_{2}} a+\beta_{j_{2}} b\right)\right)\right)$. Both the first and last polynomial in (7.8) are in normal form, and since the normal form is unique, we must have $\left(\alpha_{j_{1}}, \beta_{j_{1}}\right)=\left(\alpha_{j_{2}}, \beta_{j_{2}}\right)$ whence $j_{1}=j_{2}$.

Thus if two factors $f_{j_{1}}\left(\alpha_{j_{1}} x_{1}+\beta_{j_{1}} x_{2}+\alpha_{j_{1}} d_{v_{1}}^{\prime}+\beta_{j_{1}} d_{v_{1}}^{\prime \prime}\right)$ and $f_{j_{2}}\left(\alpha_{j_{2}} x_{1}+\right.$ $\left.\beta_{j_{2}} x_{2}+\alpha_{j_{2}} d_{v_{2}}^{\prime}+\beta_{j_{2}} d_{v_{2}}^{\prime \prime}\right)$ on the right hand side of (7.7) have $t$-equivalent irreducible factors then $j_{1}=j_{2}$. But then the expression (7.7) is of the form $c q\left(x_{1}, x_{2}\right)^{2}$ if and only if

$$
f_{j}\left(\alpha_{j} x_{1}+\beta_{j} x_{2}+\alpha_{j} d_{1}^{\prime}+\beta_{j} d_{1}^{\prime \prime}\right) \cdots f_{j}\left(\alpha_{j} x_{1}+\beta_{j} x_{2}+\alpha_{j} d_{\ell}^{\prime}+\beta_{j} d_{\ell}^{\prime \prime}\right)
$$

is the constant multiple of a square for every $1 \leq j \leq r$. Writing $z=$ $\alpha_{j} x_{1}+\beta_{j} x_{2}$ and $d_{j}^{*}(i)=\alpha_{j} d_{i}^{\prime}+\beta_{j} d_{i}^{\prime \prime} \in \mathbb{F}_{p}^{*}$ we obtain for $1 \leq j \leq r$ :

$$
f_{j}\left(z+d_{j}^{*}(1)\right) f_{j}\left(z+d_{j}^{*}(2)\right) \cdots f_{j}\left(z+d_{j}^{*}(\ell)\right)
$$

is of the form $c q(z)^{2}$. Let $D_{j}$ be the set of terms of the sequence $\left(d_{j}^{*}(1), \ldots, d_{j}^{*}(\ell)\right)$ which occur with odd multiplicity. If $D_{j}$ is not empty, then the one variable polynomial

$$
\prod_{d \in D_{j}} f_{j}(z+d)
$$

is also the constant multiple of a perfect square. By the proof of Lemma 7.2 in [31] this is not possible (note that by Lemma 7.2, in case a) the one-variable polynomial $f(z)$ is also irreducible) since the polynomial $f_{j}(z)$ is squarefree. It remains to consider the case when $D_{j}$ is empty for $j=1, \ldots, r$. Then, for $1 \leq j \leq r$, in the sequence

$$
\left(\alpha_{j} d_{1}^{\prime}+\beta_{j} d_{1}^{\prime \prime}, \alpha_{j} d_{2}^{\prime}+\beta_{j} d_{2}^{\prime \prime}, \ldots, \alpha_{j} d_{\ell}^{\prime}+\beta_{j} d_{\ell}^{\prime \prime}\right)
$$

every term occurs with even multiplicity, hence every term occurs with multiplicity at least 2 . Then for every $j$, there is a number $2 \leq i(j) \leq \ell$ such that

$$
\alpha_{j} d_{1}^{\prime}+\beta_{j} d_{1}^{\prime \prime}=\alpha_{j} d_{i(j)}^{\prime}+\beta_{j} d_{i(j)}^{\prime \prime} .
$$

We will prove that $1, i(1), i(2), \ldots, i(r)$ are different numbers. It is clear that none of $i(1), i(2), \ldots, i(r)$ is equal to 1 . It remains to prove that

$$
\begin{equation*}
x=i\left(j_{1}\right)=i\left(j_{2}\right) \tag{7.9}
\end{equation*}
$$

is not possible. Suppose that (7.9) holds. Then

$$
\begin{aligned}
& \alpha_{j_{1}} d_{1}^{\prime}+\beta_{j_{1}} d_{1}^{\prime \prime}=\alpha_{j_{1}} d_{x}^{\prime}+\beta_{j_{1}} d_{x}^{\prime \prime}, \\
& \alpha_{j_{2}} d_{1}^{\prime}+\beta_{j_{2}} d_{1}^{\prime \prime}=\alpha_{j_{2}} d_{x}^{\prime}+\beta_{j_{2}} d_{x}^{\prime \prime} .
\end{aligned}
$$

Thus

$$
\begin{align*}
& \alpha_{j_{1}}\left(d_{1}^{\prime}-d_{x}^{\prime}\right)-\beta_{j_{1}}\left(d_{1}^{\prime \prime}-d_{x}^{\prime \prime}\right)=0, \\
& \alpha_{j_{2}}\left(d_{1}^{\prime}-d_{x}^{\prime}\right)-\beta_{j_{2}}\left(d_{1}^{\prime \prime}-d_{x}^{\prime \prime}\right)=0 . \tag{7.10}
\end{align*}
$$

Since $\left(d_{1}^{\prime}, d_{1}^{\prime \prime}\right) \neq\left(d_{x}^{\prime}, d_{x}^{\prime \prime}\right)$ from (7.10) we obtain

$$
\alpha_{j_{1}} \beta_{j_{2}}-\alpha_{j_{2}} \beta_{j_{1}}=0
$$

from which $j_{1}=j_{2}$ follows. Thus $1<i(1), i(2), \ldots, i(r) \leq \ell$ and $i(1), i(2), \ldots, i(r)$ are different numbers, so that

$$
r+1 \leq \ell
$$

which contradicts the conditions of Theorem 7.1 and this completes the proof of the theorem.

### 7.3 The pseudorandom measures of large order in the degenerate case

In Section 7.2 we showed that in the degenerate case if $\ell \leq r$ then $Q_{\ell}(\eta)$ is small. Now we will prove that $Q_{\ell}(\eta)$ is large for some $\ell$ with $\ell \leq 2^{r}$.

Theorem 7.2 (Gyarmati, Sárközy, Stewart) Let $f \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ be a degenerate polynomial with rank $r$ and degree $m$ and $n$ in $x_{1}$ and $x_{2}$, respectively. Then there exists a positive integer $\ell$ with $\ell \leq 2^{r}$ for which

$$
Q_{\ell}(\eta) \geq p^{2}-4 r p^{3 / 2}-2 \ell(m+n) p
$$

Proof of Theorem 7.2 We may assume that $r \leq p^{1 / 2} / 4$ since otherwise the theorem is immediate. Suppose that $f\left(x_{1}, x_{2}\right)$ has the normal form

$$
f\left(x_{1}, x_{2}\right)=\lambda \prod_{j=1}^{r} f_{j}\left(\alpha_{j} x_{1}+\beta_{j} x_{2}\right) \psi\left(x_{1}, x_{2}\right)^{2}
$$

with $\left(\alpha_{1}, \beta_{1}\right), \ldots,\left(\alpha_{r}, \beta_{r}\right)$ distinct elements from $T$. We distinguish two cases. In the first case all of the $\alpha_{i}$ 's are non-zero. In the second case one of the $\alpha_{i}$ 's is zero and in that case we may suppose, without loss of generality, that $\left(\alpha_{1}, \beta_{1}\right)=(0,1)$ (since $x_{1}$ and $x_{2}$ play symmetric role and if $\alpha_{1}=0, \beta_{1} \neq 0,1$ then writing $y=\beta_{1} x_{2}, x_{1}, x_{2}$ can be replaced by the variables $\left.x_{1}, \frac{y}{\beta_{1}}\right)$. There exists an integer $\gamma_{i}$ with $1 \leq\left|\gamma_{i}\right| \leq p^{1 / 2}+1$ such that $\gamma_{i} \alpha_{i}$ is congruent modulo $p$ to a positive integer of size at most $p^{1 / 2}$ for $i=1, \ldots, r$ in the first case and $i=2, \ldots, r$ in the second case. To see this consider the first $\left[p^{1 / 2}\right]+2$ multiples of $\alpha_{i}$ in $\mathbb{F}_{p}$. Two of them have representations which differ by at most $(p-1) /\left(\left[p^{1 / 2}\right]+1\right)$, so by at most $p^{1 / 2}$, and the difference gives the result. In the second case we may take $\gamma_{1}=1$ so $\gamma_{1} \beta_{1}=1$.

Put

$$
E=\left\{\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{r}\right) \text { with } \varepsilon_{i} \in\{0,1\} \text { for } i=1, \ldots, r\right\}
$$

and for each $\varepsilon$ in $E$ put

$$
\mathbf{d}(\varepsilon)=\varepsilon_{1}\left(\beta_{1},-\alpha_{1}\right) \gamma_{1}+\cdots+\varepsilon_{r}\left(\beta_{r},-\alpha_{r}\right) \gamma_{r} .
$$

Notice that for each $\varepsilon$ in $E, \mathbf{d}(\varepsilon)$ has coordinates represented by integers between $-r\left(p^{1 / 2}+1\right)$ and $r\left(p^{1 / 2}+1\right)$.

## Lemma 7.5 (Gyarmati, Sárközy, Stewart)

$$
\prod_{\varepsilon \in E} f(\mathbf{x}+\mathbf{d}(\varepsilon))
$$

is the square of a polynomial in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$.
Proof of Lemma 7.5 Write

$$
\overline{f_{j}}\left(x_{1}, x_{2}\right)=f_{j}\left(\alpha_{j} x_{1}+\beta_{j} x_{2}\right)
$$

for $j=1, \ldots, r$, so that

$$
\begin{equation*}
f(\mathbf{x})=\lambda \prod_{j=1}^{r} \overline{f_{j}}\left(x_{1}, x_{2}\right) \psi^{2}\left(x_{1}, x_{2}\right) \tag{7.11}
\end{equation*}
$$

For each integer $j$ with $1 \leq j \leq r$ we may split $E$ into two disjoint sets $E_{j}^{0}$ and $E_{j}^{1}$ where $\varepsilon$ in $E$ is in $E_{j}^{0}$ if $\varepsilon_{j}=0$ and is in $E_{j}^{1}$ if $\varepsilon_{j}=1$. For $\varepsilon$ in $E_{j}^{0}$ let $\varepsilon^{1}$ denote the element of $E_{j}^{1}$ with the same coordinates as $\boldsymbol{\varepsilon}$ except for the $j$-th coordinate which is 1 . Then, for $\varepsilon$ in $E_{j}^{0}$,

$$
\overline{f_{j}}(\mathrm{x}+\mathrm{d}(\varepsilon))=\overline{f_{j}}\left(\mathrm{x}+\mathrm{d}\left(\varepsilon^{1}\right)\right)
$$

and so

$$
\begin{aligned}
\prod_{\varepsilon \in E} \overline{f_{j}}(\mathbf{x}+\mathbf{d}(\varepsilon)) & =\prod_{\varepsilon \in E_{j}^{0}}\left(\overline{f_{j}}(\mathbf{x}+\mathbf{d}(\varepsilon)) \overline{f_{j}}\left(\mathbf{x}+\mathbf{d}\left(\varepsilon^{1}\right)\right)\right) \\
& =\left(\prod_{\varepsilon \in E_{j}^{0}} \overline{f_{j}}(\mathbf{x}+\mathbf{d}(\varepsilon))\right)^{2}
\end{aligned}
$$

The result now follows from (7.11) since $|E|$ is even.
Let $D$ be the set of $\mathbf{d}=\mathbf{d}(\varepsilon)$ which occur with odd multiplicity among the terms $\mathbf{d}(\varepsilon)$ with $\varepsilon$ in $E$. It follows from Lemma 7.5 that if $D$ is non-empty then

$$
\begin{equation*}
\prod_{\mathbf{d} \in D} f(\mathbf{x}+\mathbf{d}) \tag{7.12}
\end{equation*}
$$

is the square of a polynomial in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$.
We claim that $(0,0)$ is in $D$. Certainly $\mathbf{d}(0, \ldots, 0)=(0,0)$. Further if $\boldsymbol{\varepsilon}$ is in $E$ and $\mathbf{d}(\varepsilon)=(0,0)$ then $\varepsilon_{1} \alpha_{1} \gamma_{1}+\cdots+\varepsilon_{r} \alpha_{r} \gamma_{r}=0$. Since $\alpha_{i} \gamma_{i}$ is congruent to a positive integer of size at most $p^{1 / 2}$ and $r$ is at most $p^{1 / 2} / 4$ we see that $\varepsilon_{1}=\cdots=\varepsilon_{r}=0$ in the first case and that $\varepsilon_{2}=\cdots=\varepsilon_{r}=0$ in the second case. But in the second case we find that $\mathbf{d}(\varepsilon)=\left(\varepsilon_{1} \beta_{1} \gamma_{1}, 0\right)=\left(\varepsilon_{1}, 0\right)$ so $\varepsilon_{1}=0$. Therefore if $\varepsilon$ is in $E$ and $\mathbf{d}(\varepsilon)=(0,0)$ we see that $\varepsilon=(0, \ldots, 0)$ and this shows that $(0,0)$ is in $D$. Clearly, $|D| \equiv|E|(\bmod 2)$ and since $|E|=2^{r}$ we conclude that

$$
2 \leq|D| \leq|E|=2^{r}
$$

Let $\mathbf{d}=\left(d_{1}, d_{2}\right)$ in $D$. Then $d_{1}$ and $d_{2}$ are integers between $-r\left(p^{1 / 2}+1\right)$ and $r\left(p^{1 / 2}+1\right)$. Put

$$
d_{1}^{1}=\min _{\mathbf{d} \in D} d_{1}, \quad d_{2}^{1}=\min _{\mathbf{d} \in D} d_{2}
$$

and

$$
\mathbf{d}_{0}=\left(d_{1}^{1}, d_{2}^{1}\right)
$$

Then $\mathbf{d}-\mathbf{d}_{0} \in I_{p}^{2}$ for $\mathbf{d} \in D$ since $r \leq p^{1 / 2} / 4$. Next put

$$
B=\left\{\left(x_{1}, x_{2}\right) \in I_{p}^{2} \mid 0 \leq x_{i}<p-2 r\left(p^{1 / 2}+1\right) \text { for } i=1,2\right\} .
$$

Notice that

$$
\begin{equation*}
|B| \geq\left(p-2 r\left(p^{1 / 2}+1\right)\right)^{2} \geq p^{2}-4 r p^{3 / 2} \tag{7.13}
\end{equation*}
$$

Put

$$
F(\mathbf{x})=\prod_{\mathbf{d} \in D} f\left(\mathbf{x}+\mathbf{d}-\mathbf{d}_{0}\right)
$$

$F(\mathbf{x})$ is the square of a polynomial in $\mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ by (7.12). Let $\ell=|D|$. With $\eta$ defined by (6.2) we find that

$$
\begin{align*}
Q_{\ell}(\eta) & \geq\left|\sum_{\mathbf{x} \in B} \prod_{\mathbf{d} \in D} \eta\left(\mathbf{x}+\mathbf{d}-\mathbf{d}_{0}\right)\right| \\
& =\left|\sum_{\substack{\mathbf{x} \in B \\
F(\mathbf{x}) \neq 0}}\left(\frac{F(\mathbf{x})}{p}\right)+\sum_{\substack{\mathbf{x} \in B \\
F(\mathbf{x})=0}} \prod_{\mathbf{d} \in D} \eta\left(\mathbf{x}+\mathbf{d}-\mathbf{d}_{0}\right)\right| \\
& \geq \sum_{\substack{\mathbf{x} \in B \\
F(\mathbf{x}) \neq 0}} 1-\sum_{\substack{\mathbf{x} \in B \\
F(\mathbf{x})=0}} 1 \geq|\mathcal{B}|-2 \sum_{\substack{\mathbf{x} \in \mathbb{F}_{p}^{2} \\
F(\mathbf{x})=0}} 1 . \tag{7.14}
\end{align*}
$$

It is easy to see that if a polynomial $F \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ is of degree $u$ and $v$ in $x_{1}$ and $x_{2}$, respectively, then the number of its zeros $\mathbf{x} \in \mathbb{F}_{p}^{2}$ is at most $(u+v) p$. Thus it follows from (7.13) and (7.14) that

$$
Q_{\ell}(\eta) \geq p^{2}-4 r p^{3 / 2}-2 \ell(m+n) p
$$

which proves Theorem 7.2.

### 7.4 Generating a large family of suitable polynomials

In this section we construct a large family of polynomials which are nondegenerate.

Theorem 7.3 (Gyarmati, Sárközy, Stewart) Let $f \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ be a polynomial of the form

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=x_{1}^{k}+x_{1} x_{2} g\left(x_{1}, x_{2}\right)+x_{2} h\left(x_{2}\right) \tag{7.15}
\end{equation*}
$$

with $g \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$, $\operatorname{deg} g \leq k-3, h \in \mathbb{F}_{p}\left[x_{2}\right], \operatorname{deg} h\left(x_{2}\right) \leq k-2$ and $x_{2} \nmid h\left(x_{2}\right)$. Then for the binary lattice $\eta$ defined in (6.2) we have

$$
\begin{equation*}
Q_{\ell}(\eta)<11 k \ell p^{3 / 2} \log p \tag{7.16}
\end{equation*}
$$

Proof of Theorem 7.3 We will need the following generalization of the Schönemann-Eisenstein theorem.

Lemma 7.6 If $f(x)=a_{0} x^{n}+\cdots+a_{n}$ is a polynomial over an integral domain $R$ and $\mathfrak{a}$ is a maximal ideal of $R$ with

$$
a_{1} \equiv \cdots \equiv \begin{array}{rc}
a_{0} \not \equiv 0 & (\bmod \mathfrak{a}), \\
a_{n} \equiv 0 & (\bmod \mathfrak{a}), \\
a_{n} \not \equiv 0 & \left(\bmod \mathfrak{a}^{2}\right)
\end{array}
$$

then $f(x)$ cannot be decomposed in $R[x]$ into a product of non-constant factors.

Proof of Lemma 7.6 See, for example [93, Theorem 282].
$R=\mathbb{F}_{p}\left[x_{2}\right]$ is an integral domain and $\mathfrak{a}=<x_{2}>$ is a maximal ideal in it. Then the conditions of Lemma 7.6 hold for the polynomial $f\left(x_{1}, x_{2}\right) \in R\left[x_{1}\right]$ in (7.15), thus $f\left(x_{1}, x_{2}\right)$ is irreducible.

In order to use Theorem 7.1 we prove that $f\left(x_{1}, x_{2}\right)$ is not of the form (7.5). Since $f\left(x_{1}, x_{2}\right)$ is irreducible we have to prove that $f\left(x_{1}, x_{2}\right)$ is not of the form

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=f_{1}\left(\alpha_{1} x_{1}+\beta_{1} x_{2}\right) . \tag{7.17}
\end{equation*}
$$

Let $h$ be the degree of $f_{1}$ and consider the terms of degree $h$ in $f_{1}$, so

$$
f_{1}\left(\alpha_{1} x_{1}+\beta_{1} x_{2}\right)=c\left(\alpha_{1} x_{1}+\beta_{1} x_{2}\right)^{h}+f_{2}\left(\alpha_{1} x_{1}+\beta_{1} x_{2}\right),
$$

where the degree of $f_{2}\left(\alpha_{1} x_{1}+\beta_{1} x_{2}\right)$ is $\leq h-1$ and $c \neq 0 \in \mathbb{F}_{p}$. Clearly, $c\left(\alpha_{1} x_{1}+\beta_{1} x_{2}\right)^{h}$ equals the sum of the terms of degree $k$ of $f\left(x_{1}, x_{2}\right)$, thus by the conditions of Theorem 7.2 we have

$$
c\left(\alpha_{1} x_{1}+\beta_{1} x_{2}\right)^{h}=x_{1}^{k} .
$$

We may suppose that $k$ is less than $p$ since the result is immediate otherwise. It then follows that $h=k, c=\alpha_{1}=1$ and $\beta_{1}=0$, thus from (7.17)

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=f_{1}\left(x_{1}\right) . \tag{7.18}
\end{equation*}
$$

On the other hand $f\left(x_{1}, x_{2}\right)$ contains a power of $x_{2}$, and this contradicts (7.18). Thus $f\left(x_{1}, x_{2}\right)$ is not of the form (7.5). We have also proved that $f\left(x_{1}, x_{2}\right)$ is irreducible, and by using Theorem 7.1 a) we obtain the result.

### 7.5 A Legendre symbol construction with optimal bounds

As we remarked already in [61], our upper bounds are not optimal; in particular, in (7.16) the optimal upper bound would be, up to logarithmic factors, $p$ (with a factor depending on $k$ and $\ell$ ). On the other hand this construction is more natural than the ones using finite fields in [65], [79] or [80] (where the bounds are sharper), and it can be implemented faster. However, we will show that for a certain (rather special) family of polynomials the finite field construction presented in [79] is equivalent to a Legendre symbol construction of type (6.2). Thus in this case we obtain a family of binary lattices which combines the advantages of the two constructions: as in [79] we have optimal bounds, and as a Legendre symbol construction it can be implemented fast and easily.

Indeed, combining Theorems 7.1 and 7.2 of [79], we get the following result:
Theorem 7.A (Mauduit, Sárközy) Let $p$ be an odd prime, $n \in \mathbb{N}, q=$ $p^{n}$, and denote the quadratic character of $\mathbb{F}_{q}$ by $\gamma$ (setting also $\gamma(0)=0$ ). Consider the linear vector space formed by the elements of $\mathbb{F}_{q}$ over $\mathbb{F}_{p}$, and let $v_{1}, \ldots, v_{n}$ be a basis of this vector space. Let $f(\mathbf{x}) \in \mathbb{F}_{q}[\mathbf{x}]$ be a polynomial of degree $k$ with

$$
\begin{equation*}
0<k<p \tag{7.19}
\end{equation*}
$$

which has no multiple zero. Define the $n$-dimensional binary $p$-lattice $\eta(\mathrm{x})$ : $I_{p}^{n} \rightarrow\{-1,+1\}$ by

$$
\begin{align*}
\eta(\mathbf{x}) & =\eta\left(\left(x_{1}, \ldots, x_{n}\right)\right) \\
& = \begin{cases}\gamma\left(f\left(x_{1} v_{1}+\cdots+x_{n} v_{n}\right)\right) & \text { for } f\left(x_{1} v_{1}+\cdots+x_{n} v_{n}\right) \neq 0 \\
1 & \text { for } f\left(x_{1} v_{1}+\cdots+x_{n} v_{n}\right)=0 .\end{cases} \tag{7.20}
\end{align*}
$$

Assume also that $\ell \in \mathbb{N}$ with

$$
\begin{equation*}
4^{n(k+\ell)}<p \tag{7.21}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
Q_{\ell}(\eta)<k \ell\left(q^{1 / 2}(1+\log p)^{n}+2\right) . \tag{7.22}
\end{equation*}
$$

Our next result follows from Theorem 7.A in the case that $n=2$ and for
a special choice of $v_{1}, v_{2}$ and the polynomial $f$.
Theorem 7.4 (Gyarmati, Sárközy, Stewart) Let p be an odd prime and let $r$ be a quadratic non-residue modulo $p$. Then the polynomial $x^{2}-r$ is irreducible over $\mathbb{F}_{p}$; denote one of its zeros by $\theta$, and consider the extension of $\mathbb{F}_{p}$ by $\theta: \mathbb{F}_{p}[\theta]\left(\cong \mathbb{F}_{p^{2}}\right)$. Let $k$ and $\ell$ be integers which satisfy (7.19) and (7.21), and assume that $a_{1}, a_{2}, \ldots, a_{k}, b_{1}, b_{2}, \ldots, b_{k} \in \mathbb{F}_{p}$ satisfy

$$
\begin{equation*}
a_{i}+b_{i} \theta \neq a_{j}+b_{j} \theta \text { and } a_{i}+b_{i} \theta \neq a_{j}-b_{j} \theta \text { for } 1 \leq i<j \leq k . \tag{7.23}
\end{equation*}
$$

Put

$$
\begin{equation*}
\tilde{f}\left(x_{1}, x_{2}\right)=\prod_{i=1}^{k}\left(\left(x_{1}-a_{i}\right)^{2}-r\left(x_{2}-b_{i}\right)^{2}\right) \tag{7.24}
\end{equation*}
$$

and

$$
\tilde{\eta}(\mathbf{x})=\tilde{\eta}(\mathbf{x})=\tilde{\eta}\left(\left(x_{1}, x_{2}\right)\right)= \begin{cases}\left(\frac{\tilde{f}\left(x_{1}, x_{2}\right)}{p}\right) & \text { if }\left(\tilde{f}\left(x_{1}, x_{2}\right), p\right)=1  \tag{7.25}\\ 1 & \text { if } p \mid \tilde{f}\left(x_{1}, x_{2}\right) .\end{cases}
$$

For each positive integer $\ell$ with

$$
\begin{equation*}
4^{2(\ell+k)}<p \tag{7.26}
\end{equation*}
$$

we have

$$
Q_{\ell}(\tilde{\eta})<\ell k\left(p(1+\log p)^{2}+2\right) .
$$

Proof of Theorem 7.4 By the definition of $\theta$ and Euler's lemma, we have

$$
\begin{equation*}
\theta^{p}=\left(\theta^{2}\right)^{\frac{p-1}{2}} \theta=r^{\frac{p-1}{2}} \theta=-\theta . \tag{7.27}
\end{equation*}
$$

We will use Theorem 7.A with $n=2, q=p^{2}, v_{1}=1, v_{2}=\theta$, so that now the elements of $\mathbb{F}_{q}=\mathbb{F}_{p^{2}}$ are represented in the form $x_{1}+x_{2} \theta$. Then by the generalization of Euler's lemma to $\mathbb{F}_{q}$ and (7.27), for $x_{1}+x_{2} \theta \in \mathbb{F}_{p^{2}}^{*}$, so with $\left(x_{1}, x_{2}\right) \neq(0,0)$, we have

$$
\begin{aligned}
\gamma\left(x_{1}+x_{2} \theta\right) & =\left(x_{1}+x_{2} \theta\right)^{\frac{p^{2}-1}{2}}=\left(x_{1}+x_{2} \theta\right)^{\frac{p^{2}-p}{2}}\left(x_{1}+x_{2} \theta\right)^{\frac{p-1}{2}} \\
& =\left(\left(x_{1}+x_{2} \theta\right)^{p}\right)^{\frac{p-1}{2}}\left(x_{1}+x_{2} \theta\right)^{\frac{p-1}{2}}=\left(x_{1}^{p}+x_{2}^{p} \theta^{p}\right)^{\frac{p-1}{2}}\left(x_{1}+x_{2} \theta\right)^{\frac{p-1}{2}} \\
& =\left(x_{1}-x_{2} \theta\right)^{\frac{p-1}{2}}\left(x_{1}+x_{2} \theta\right)^{\frac{p-1}{2}}=\left(x_{1}^{2}-x_{2}^{2} \theta^{2}\right)^{\frac{p-1}{2}}=\left(x_{1}^{2}-r x_{2}^{2}\right)^{\frac{p-1}{2}} \\
& =\left(\frac{x_{1}^{2}-r x_{2}^{2}}{p}\right) .
\end{aligned}
$$

By the multiplicativity of $\gamma$ and the Legendre symbol, it follows that writing

$$
\begin{equation*}
f\left(x_{1}+x_{2} \theta\right)=\prod_{i=1}^{k}\left(\left(x_{1}+x_{2} \theta\right)-\left(a_{i}+b_{i} \theta\right)\right) \tag{7.28}
\end{equation*}
$$

and defining $\eta(\mathbf{x})=\eta\left(\left(x_{1}, x_{2}\right)\right)$ as in (7.20) we have

$$
\begin{align*}
\eta(\mathbf{x}) & =\gamma\left(f\left(x_{1}+x_{2} \theta\right)\right)=\gamma\left(\prod_{i=1}^{k}\left(\left(x_{1}+x_{2} \theta\right)-\left(a_{i}+b_{i} \theta\right)\right)\right) \\
& =\prod_{i=1}^{k} \gamma\left(\left(x_{1}+x_{2} \theta\right)-\left(a_{i}+b_{i} \theta\right)\right)=\prod_{i=1}^{k} \gamma\left(\left(x_{1}-a_{i}\right)+\left(x_{2}-b_{i}\right) \theta\right) \\
& =\prod_{i=1}^{k}\left(\frac{\left(x_{1}-a_{i}\right)^{2}-r\left(x_{2}-b_{i}\right)^{2}}{p}\right)=\left(\frac{\prod_{i=1}^{k}\left(\left(x_{1}-a_{i}\right)^{2}-r\left(x_{2}-b_{i}\right)^{2}\right)}{p}\right) \\
& =\left(\frac{\tilde{f}\left(x_{1}, x_{2}\right)}{p}\right)=\tilde{\eta}(\mathbf{x}) \quad\left(\text { for } f\left(x_{1}+x_{2} \theta\right) \neq 0\right) \tag{7.29}
\end{align*}
$$

with the polynomial $\tilde{f}$ and the lattice $\tilde{\eta}$ defined by (7.24) and (7.25), respectively, and trivially we have

$$
\begin{equation*}
\eta(\mathbf{x})=\tilde{\eta}(\mathbf{x}) \text { for } f\left(x_{1}+x_{2} \theta\right)=0 \tag{7.30}
\end{equation*}
$$

By (7.23) and the definition of $r$, the polynomial $\tilde{f}$ has no multiple zero, and now (7.21) holds by (7.26). Thus Theorem 7.A can be applied, and then we obtain from (7.22), (7.29) and (7.30) that

$$
Q_{\ell}(\eta)=Q_{\ell}(\tilde{\eta})<\ell k\left(p(1+\log p)^{2}+2\right)
$$

which completes the proof of Theorem 7.4.
We remark that the construction in Theorem 7.4 could be extended by also considering higher degree factors in (7.28). Even more generally, we may consider polynomials $f$ which are not given in a product form. In either case, we may use the fact that if $f\left(x_{1}+x_{2} \theta\right)=p\left(x_{1}, x_{2}\right)+\theta q\left(x_{1}, x_{2}\right)$ (with $f(z) \in \mathbb{F}_{p}[z], p\left(x_{1}, x_{2}\right), q\left(x_{1}, x_{2}\right) \in \mathbb{F}_{p}\left[x_{1}, x_{2}\right]$ and $\theta, r$ defined as above), then we have

$$
\gamma\left(f\left(x_{1}+\theta x_{2}\right)\right)=\gamma\left(p\left(x_{1}, x_{2}\right)+\theta q\left(x_{1}, x_{2}\right)\right)=\left(\frac{p^{2}\left(x_{1}, x_{2}\right)-r q^{2}\left(x_{1}, x_{2}\right)}{p}\right) .
$$

However this would make the polynomial $\tilde{f}$ in (7.24) in Theorem 7.4 much
more complicated.
Finally, we would like to discuss the implementation of the construction in Theorem 7.4. The critical point of the implementation is to find a quadratic non-residue $r$. If $p$ is fixed, then it is known that the GRH implies that the least quadratic non-residue modulo $p$ is less than $(\log p)^{c}$ (with some positive constant $c$ ), and since the quadratic character of a given residue can be decided in polynomial time (by using Jacobi symbols), $r$ can be chosen as the least quadratic non-residue modulo $p$ which can be determined in polynomial time. On the other hand, no algorithm is known for finding the least quadratic non-residue in polynomial time without any unproved hypothesis. However, in most cases one need not fix $p$, and this difficulty can be avoided. Namely, we may start out from the fact that if $p$ is a prime of the form $4 k-1$, then -1 is a quadratic non-residue modulo $p$. Thus it is worthwhile to make first a long sequence of primes $p_{1}=3<p_{2}<\cdots<p_{t}$ of the form $4 k-1$ with say, $p_{i}<p_{i+1}<2 p_{i}$, and if we need a prime $p$ of size about $N$ with $p \equiv-1(\bmod 4)$, then we take the first prime from this sequence greater than $N$, and we take $r=-1$. (If we want a large prime $p$ of the form $4 k-1$, then we may use the fact that the Mersenne primes are of the form $4 k-1$.)

## 8 Further results

In this section, I will write a few sentences about my further papers (written partly with my coauthors) about pseudorandomness, which I have written since my PhD:

With Attila Pethő and András Sárközy in [59] we studied a pseudorandom generator based on linear recursions. This construction has several advantages: easy implementation and we were able to prove optimal bounds for the pseudorandom measures.

In [37] I sharpened some earlier estimates on the pseudorandom measures of a construction based on the discrete logarithm. (This earlier construction was defined in [38] and my PhD dissertation [35].) In [44] I extend this construction. This generalization has the interesting property that in special cases we get pseudorandom sequences based on elliptic curves.

The connection between the pseudorandomness of binary sequences and binary lattices is studied in [50]. From a two-dimensional binary $N$-lattice one can make a unique binary sequence of length $N^{2}$ by taking first the first row of the lattice then continuing the sequence by the second row of the matrix, etc. In [50] we showed that the lattice may have weak pseudorandom properties, however, the associated sequence has strong pseudorandom properties. In Theorem 5.3 I proved a result pointing the opposite direction, moreover if the lattice has strong pseudorandom properties, then the associated sequence also has (see Section 5).

In the applications it may occur that the initial pseudorandom sequence turns out to be not long enough, thus we have to take the concatenation or merging of it with another pseudorandom sequences. I studied this problem in [40] and [42].

Three different constructions of binary lattices with strong pseudorandom properties are given in [51]. These constructions are the two dimensional extensions and modifications of three of the most important one dimensional constructions.

In [52], [53], [54] we studied the pseudorandom measures of twodimensional binary lattices with my coauthors. Thus in [52] we compared the different pseudorandom measures and we estimated the normality measure by the maximum of $Q_{\ell}$ measures. In [54] we studied the symmetry properties of binary lattices. Finally, in [53] we introduced the multidimensional version of the correlation measure $C_{\ell}$ and we estimated the minimum of the measures $C_{\ell}$ and $Q_{\ell}$.

In [43] I realized that the shape of the box-lattices $B$ in Definition 1.6 is of very special type. Sometimes we have to cover more general situation, so in [43] I introduced further new measures. I introduced the convex and line
measure and studied the connections between the new and old measures. I show that there exists a special case of the Legendre symbol construction (see Construction 1.2) for which a strong upper bound can be given for these much more general measures.

In [55], [56] with Christian Mauduit and András Sárközy we studied the following problems: In cryptographic applications sometimes is not enough that the binary lattices have strong pseudorandom properties, but it is also important that their large family contains "significantly" different lattices. The collision and avalanche effect study this property. In the one-dimensional case these notions are studied for example in the papers [7], [22], [66], [81], [103], [104]. In [55] we generalized the collision and avalanche effect for the multidimensional case, and we define new measures. In [56] we presented a further construction for which these new measures are optimal.

The linear complexity is an important and frequently used measure of unpredictability and pseudorandomness of binary sequences. In [57] and [58] we extend this notion to two dimensions. We estimated the linear complexity of a truly random binary lattice. We analyzed the connection between the linear complexity and the correlation measures, and we utilized the inequalities obtained in this way for estimating the linear complexity of an important special binary lattice. We studied connection between the linear complexity of binary lattices and of the associated binary sequences. We extend the notion of $k$-error linear complexity to bit lattices. Finally, we present another alternative definition of linear complexity of bit lattices.

Pseudorandomness can be defined on various different objects. In [47] and [48] with Pascal Hubert and András Sárközy we studied pseudorandom binary functions on trees.

In [46] I presented a survey of the most important results involving the new quantitative pseudorandom measures of finite binary sequences and lattices.
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