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#### Abstract

In an earlier paper I constructed a large family of pseudorandom sequences by using the discrete logarithm. While the sequences in this construction have strong pseudorandom properties, they can be generated very slowly since no fast algorithm is known to compute ind $n$. The purpose of this paper is to modify this family slightly so that the members of the new family can be generated much faster, and they have almost as good pseudorandom properties as the sequences in the original family.


## 1 Introduction

In this work I will continue the work initiated in [5]. C. Mauduit and A. Sárközy [9, pp. 367-370] introduced the following measures of

[^0]pseudorandomness:
For a finite binary sequence $E_{N}=\left\{e_{1}, e_{2}, \ldots, e_{N}\right\} \in\{-1,+1\}^{N}$ write
$$
U\left(E_{N}, t, a, b\right)=\sum_{j=0}^{t-1} e_{a+j b}
$$
and, for $D=\left(d_{1}, \ldots, d_{k}\right)$ with non-negative integers $d_{1}<\cdots<d_{k}$,
$$
V\left(E_{N}, M, D\right)=\sum_{n=1}^{M} e_{n+d_{1}} e_{n+d_{2}}, \ldots e_{n+d_{k}} .
$$

Then the well-distribution measure of $E_{N}$ is defined as

$$
W\left(E_{N}\right)=\max _{a, b, t} \mid U\left(E_{N}(t, a, b)\left|=\max _{a, b, t}\right| \sum_{j=0}^{t-1} e_{a+j b} \mid\right.
$$

where the maximum is taken over all $a, b, t$ such that $a, b, t \in \mathbb{N}$ and $1 \leq a \leq a+(t-1) b \leq N$. The correlation measure of order $k$ of $E_{N}$ is defined as

$$
C_{k}\left(E_{N}\right)=\max _{M, D}\left|V\left(E_{N}, M, D\right)\right|=\max _{M, D}\left|\sum_{n=1}^{M} e_{n+d_{1}} e_{n+d_{2}}, \ldots e_{n+d_{k}}\right|,
$$

where the maximum is taken over all $D=\left(d_{1}, d_{2}, \ldots, d_{k}\right)$ and $M$ such that $M+d_{k} \leq N$. In [6] I introduced a further measure: Let

$$
H\left(E_{N}, a, b\right)=\sum_{j=0}^{[(b-a) / 2]-1} e_{a+j} e_{b-j}
$$

and then the symmetry measure of $E_{N}$ is defined as

$$
S\left(E_{N}\right)=\max _{1 \leq a<b \leq N}\left|H\left(E_{N}, a, b\right)\right|=\max _{1 \leq a<b \leq N}\left|\sum_{j=0}^{[(b-a) / 2]-1} e_{a+j} e_{b-j}\right| .
$$

A sequence $E_{N}$ is considered as a "good" pseudorandom sequence if each of these measures $W\left(E_{N}\right), C_{k}\left(E_{N}\right)$ (at least for small $k$ ) and
$S\left(E_{N}\right)$ is "small" in terms of $N$ (in particular all are $o(N)$ as $N \longrightarrow$ $\infty)$. Indeed, it was proved in $[3$, Theorem 1, 2] and in $[6$, Theorem 1 , 2] that for a truly random sequence $E_{N} \subseteq\{-1,+1\}^{N}$ each of these measures is $\ll \sqrt{N \log N}$ and $\gg \sqrt{N}$.

Throughout the paper we will use the following notations: || $x \|$ is the distance of $x$ from the closest integer, $e(\alpha)=e^{2 \pi i \alpha}, \overline{\mathbb{F}_{p}}$ is the algebraic closured of the field $\mathbb{F}_{p}$. Finally, if $p$ is a prime, $\alpha$ and $m$ are natural numbers we say that $p^{\alpha} \| m$ if $p^{\alpha} \mid m$ but $p^{\alpha+1} \nmid m$.

Numerous binary sequences have been tested for pseudorandomness by J. Cassaigne, S. Ferenczi, C. Mauduit, J. Rivat and A. Sárközy. The sequences with the strongest pseudorandom properties have been constructed in [4], [5], [9], [11] and [13]. As concerning the strength of the pseudorandom properties these constructions are nearly equally good. But in the construction given by A. Sárközy in [13] and extended by me in [5], the generation of the sequences in question is much more slowly than in the other constructions. Indeed Sárközy's construction is the following:

Let $p$ be an odd prime, $N=p-1$ and define $E_{N}=\left\{e_{1}, \ldots, e_{N}\right\} \subseteq$ $\{-1,+1\}^{N}$ by

$$
e_{n}= \begin{cases}+1 & \text { if } 1 \leq \text { ind } n \leq \frac{p-1}{2}  \tag{1}\\ -1 & \text { if } \frac{p+1}{2} \leq \text { ind } n \leq p-1\end{cases}
$$

Here ind $n$ denotes the index or discrete logarithm of $n$ modulo $p$, defined as the unique integer with

$$
\begin{equation*}
g^{\operatorname{ind} n} \equiv n \quad(\bmod p), \tag{2}
\end{equation*}
$$

and $1 \leq$ ind $n \leq p-1$, where $g$ is a fixed primitive root modulo $p$. In [5] I extended this construction to a large family of binary sequences with strong pseudorandom properties by replacing $n$ by a polynomial $f(n)$ in (1) (in the same way as the Legendre symbol construction in [9] was extended in [4].)

Indeed in [5] I proved for the generalized sequence:
Theorem A For all $f \in \mathbb{F}_{p}[x]$ with $k=\operatorname{deg} f$ we have

$$
W\left(E_{p-1}\right) \leq 38 k p^{1 / 2}(\log p)^{2} .
$$

Moreover if one of the following conditions holds:
a) $f$ is irreducible;
b) If $f$ has the factorization $f=\varphi_{1}^{\alpha_{1}} \varphi_{2}^{\alpha_{2}} \ldots \varphi_{u}^{\alpha_{u}}$, where $\alpha_{i} \in \mathbb{N}$ and the $\varphi_{i}$ 's are irreducible over $\mathbb{F}_{p}$, then there exists a $\beta$ such that exactly one or two $\varphi_{i}$ 's have the degree $\beta$;
c) $\ell=2$;
d) $(4 \ell)^{k}<p$ or $(4 k)^{\ell}<p$.

Then

$$
C_{\ell}\left(E_{p-1}\right)<10 k \ell 4^{\ell} p^{1 / 2}(\log p)^{\ell+1} .
$$

Finally, if $f(x) \not \equiv f(t-x)$ for all $t \in \mathbb{Z}_{p}$, then

$$
S\left(E_{p-1}\right)<88 k p^{1 / 2}(\log p)^{3} .
$$

As we pointed out earlier these constructions are nearly as good as the others, but the problem is that it is slow to compute $e_{n}$ since
no fast algorithm is known to compute ind $n$. The Diffie-Hellman key-exchange system utilizes the difficulty of computing ind $n$.

In this paper my goal is to improve on the construction in Theorem A by replacing the sequence

$$
e_{n}= \begin{cases}+1 & \text { if } 1 \leq \text { ind } f(n) \leq \frac{p-1}{2}  \tag{3}\\ -1 & \text { if } \frac{p+1}{2} \leq \operatorname{ind} f(n) \leq p-1 \text { or } p \mid f(n)\end{cases}
$$

by a sequence which can be generated faster. I will show that this is possible at the price of giving slightly weaker upper bounds for the pseudorandom measures. Throughout this paper we will use the following:

Notation Let $p$ be an odd prime, $g$ be a primitive root modulo $p$. Define ind $n$ by (2). Let $f \in \mathbb{F}_{p}[x]$ be a polynomial of degree $k \geq 1$, and $f=c^{d}$ where $c \in \mathbb{F}_{p}$ and $h \in \mathbb{F}_{p}[x]$ is not a perfect power of a polynomial over $\mathbb{F}_{p}[x]$. Moreover let

$$
m \mid p-1
$$

with $m \in \mathbb{N}$, and let $x$ be relative prime to $m:(x, m)=1$.
The crucial idea of the construction is to reduce ind $n$ modulo $m$ :

Construction 1 Let $\operatorname{ind}^{*} n$ denote the following function: For all $1 \leq$ $n \leq p-1$

$$
\text { ind } n \equiv x \cdot \operatorname{ind}^{*} n \quad(\bmod m)
$$

(ind ${ }^{*} n$ exists since $(x, m)=1$.) Define the sequence $E_{p-1}=$

$$
\begin{align*}
& \left\{e_{1}, \ldots, e_{p-1}\right\} \text { by } \\
& \qquad e_{n}= \begin{cases}+1 & \text { if } 1 \leq \operatorname{ind}^{*} f(n) \leq \frac{m}{2}, \\
-1 & \text { if } \frac{m}{2}<\operatorname{ind}^{*} f(n) \leq m \text { or } p \mid f(n) .\end{cases} \tag{4}
\end{align*}
$$

Note that this construction also generalizes the Legendre symbol construction described in [4] and [9]. Indeed in the special case $m=$ $2, x=1$ the sequence $e_{n}$ defined in (4) becomes

$$
e_{n}= \begin{cases}+1 & \text { if }\left(\frac{f(n)}{p}\right)=-1 \\ -1 & \text { if }\left(\frac{f(n)}{p}\right)=1 \text { or } p \mid f(n)\end{cases}
$$

(In the special case $m=p-1, x=1$ we obtain the original construction given in (3)).

We will show that the construction presented above has good pseudorandom properties, each of the measures $W\left(E_{p-1}\right), C_{k}\left(E_{p-1}\right)$ is small under certain conditions on the polynomial $f$. In the case of the well-distribution measure we can control the situation completely.

Theorem 1 If $m /(m, d)$ is even we have

$$
W\left(E_{p-1}\right) \leq 36 k p^{1 / 2} \log p \log (m+1)
$$

While in the other case, when $m /(m, d)$ is odd we have:

$$
W\left(E_{p-1}\right)=\frac{p-1}{m}+O\left(k p^{1 / 2} \log p \log (m+1)\right)
$$

In the case of the correlation measures the situation is slightly more difficult. When the order of the correlation measure is odd we have:

Theorem 2 If $f \in \mathbb{F}_{p}, k=\operatorname{deg} f$ and $\ell$ are odd integers while $m$ is an even integer, then we have

$$
C_{\ell}\left(E_{p-1}\right)<9 k \ell 4^{\ell} p^{1 / 2}(\log p)^{\ell+1} .
$$

Otherwise we need the same conditions on the polynomial $f$ as in [5] in the original construction. If the degree of the polynomial is small depending on $m$, the same upper bound holds as in [5], while in the general case I will prove a slightly weaker result.

Theorem 3 i) Suppose that $m$ is even or $m$ is odd with $2 m \mid p-1$, and at least one of the following 4 conditions holds:
a) $f$ is irreducible;
b) If $f$ has the factorization $f=\varphi_{1}^{\alpha_{1}} \varphi_{2}^{\alpha_{2}} \ldots \varphi_{u}^{\alpha_{u}}$ where $\alpha_{i} \in \mathbb{N}$ and the $\varphi_{i}$ 's are irreducible over $\mathbb{F}_{p}$, then there exists a $\beta$ such that exactly one or two $\varphi_{i}$ 's have the degree $\beta$;
c) $\ell=2$;
d) $(4 \ell)^{k}<p$ or $(4 k)^{\ell}<p$.

Then

$$
\begin{equation*}
C_{\ell}\left(E_{p-1}\right)<9 k \ell 4^{\ell} p^{1 / 2}(\log p)^{\ell+1}+\frac{\ell!k^{\ell(\ell+1)}}{m^{\ell}} p . \tag{5}
\end{equation*}
$$

ii) Moreover if we also have $2^{\beta} \| m$ and $k=\operatorname{deg} f<2^{\beta}$ then

$$
C_{\ell}\left(E_{p-1}\right)<9 k \ell 4^{\ell} p^{1 / 2}(\log p)^{\ell+1} .
$$

For fixed $m$ by Heath-Brown's work on Linnik's theorem [7] the least prime number $p$ with $m \mid p-1$ is less than $\mathrm{cm}^{5.5}$. Thus the condition $\operatorname{deg} f<2^{\beta} \| m \mid p-1$ is not too restrictive.

If $m^{2 \ell} \gg p$ holds, then the first term majorizes the second term in (5), thus the upper bound becomes $O\left(p^{1 / 2}(\log p)^{\ell+1}\right)$ where the implied constant factor may depend on $k$ and $\ell$.

The study of the symmetry measure also considered in [5] would lead to further complications and I could control it only under the further assumption $\operatorname{deg} f \leq 2^{\beta+2}$ where $\beta$ is defined by $2^{\beta} \| m$. Thus, I do not go into the details of this here.

In applications one should balance between the strength of the upper bounds and the speed of the generation of the sequence depending on our priorities. By the Pohlig-Hellman [12] algorithm we will show in section 3 that the sequence described in (4), in particular ind ${ }^{*} f(n)$, can be computed faster than the original construction. Indeed, if the prime factors of $m$ are smaller than $\log p$ then $\operatorname{ind}^{*} f(n)$ can be computed by $O\left((\log p)^{6}\right)$ bit operations.

In [2] R. Ahlswede, L.H. Khachatrian, C. Mauduit and A. Sárközy introduced the notion of $f$-complexity of families of binary sequences as a measure of applicability of the constructions in cryptography.

Definition 1 The complexity $C(\mathcal{F})$ of a family $\mathcal{F}$ of binary sequence $E_{N} \in\{-1,+1\}^{N}$ is defined as the greatest integer $j$ so that for any $1 \leq i_{1}<i_{2}<\cdots<i_{j} \leq N$, and for $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{j}$, we have at least one

$$
\begin{aligned}
& E_{N}=\left\{e_{1}, \ldots, e_{N}\right\} \in \mathcal{F} \text { for which } \\
& \qquad e_{i_{1}}=\varepsilon_{1}, e_{i_{2}}=\varepsilon_{2}, \ldots, e_{i_{j}}=\varepsilon_{j}
\end{aligned}
$$

We will see that the $f$-complexity of the family constructed in (4) is high.

Theorem 4 Consider all the polynomials $f \in \mathbb{F}_{p}[x]$ with

$$
0<\operatorname{deg} f \leq K
$$

For each of these polynomials $f$, consider the binary sequence $E_{p-1}=$ $E_{p-1}(f)$ defined by (4), and let $\mathcal{F}$ denote the family of all binary sequences obtained in this way. Then we have

$$
C(\mathcal{F})>K
$$

In [10] C. Mauduit and A. Sárközy proved an inequality involving the pseudorandom measures $W$ and $C_{2}$. The following is a generalization of their inequality:

Theorem 5 For all $E_{N} \in\{-1,+1\}^{N}, 3 \ell^{2} \leq N$ we have

$$
W\left(E_{N}\right) \leq 3 \ell N^{1-1 /(2 \ell)}\left(C_{2 \ell}\left(E_{N}\right)\right)^{1 /(2 \ell)}
$$

Here the constant factor $3 \ell$ could be improved by using a more difficult argument, I will return to this in a subsequent paper.

In section 4 we will prove Theorem 5 and using Theorems 1,2 and 3 we will show that Construction 1 provides a natural example for that the inequality in Theorem 5 is the best possible apart from
a constant factor. Moreover, Construction 1 gives us a sequence for which the correlation measures of small order are small while the welldistribution measure is possibly large.

## 2 Proofs

### 2.1 Proof of Theorem 1.

First we note that the sequence defined in (4) by the polynomial $f=h^{d}$ and the modulus $m$, remains the same sequence if we replace in Construction 1 the polynomial $f=h^{d}$ by the polynomial $h^{d /(m, d)}$ and the modulus $m$ by the modulus $m /(m, d)$. Thus in order to prove this theorem it is sufficient to study the case when $(m, d)=1$.

The proof of the theorem is very similar to the proof of Theorem 1 in [6]. By the formula

$$
\frac{1}{m} \sum_{\chi: \chi^{m}=1} \bar{\chi}^{j}(a) \chi(b)= \begin{cases}1 & \text { if } m \mid \text { ind } a-\text { ind } b, \\ 0 & \text { if } m \nmid \text { ind } a-\text { ind } b,\end{cases}
$$

we obtain

$$
e_{n}=2 \sum_{\substack{1 \leq j \leq m / 2 \\ j x \equiv \operatorname{ind} f(n) \\ f(\bmod m)}} 1-1=\frac{2}{m} \sum_{1 \leq j \leq m / 2} \sum_{\chi: \chi^{m}=1} \bar{\chi}(f(n)) \chi\left(g^{j x}\right)-1 .
$$

Thus

$$
\begin{equation*}
e_{n}=\frac{2}{m} \sum_{1 \leq j \leq m / 2} \sum_{\chi \neq \chi 0: \chi^{m}=1} \bar{\chi}(f(n)) \chi\left(g^{x j}\right)+\frac{(-1)^{m}-1}{2 m} . \tag{6}
\end{equation*}
$$

Assume now that $1 \leq a \leq a+(t-1) b \leq N$. Then we have

$$
\begin{align*}
\left|U\left(E_{p-1}, t, a, b\right)\right| & =\left\lvert\, \frac{2}{m} \sum_{\chi \neq \chi_{0}: \chi^{m}=1}\left(\sum_{i=0}^{t-1} \bar{\chi}(f(a+i b))\right)\left(\sum_{j=1}^{[m / 2]} \chi^{j}\left(g^{x}\right)\right)\right. \\
& \left.+\frac{\left((-1)^{m}-1\right) t}{2 m} \right\rvert\, \tag{7}
\end{align*}
$$

We will prove the following:

$$
\begin{align*}
S & \stackrel{\text { def }}{=}\left|\frac{1}{m} \sum_{\chi \neq \chi_{0}: \chi^{m}=1}\left(\sum_{i=0}^{t-1} \bar{\chi}(f(a+i b))\right)\left(\sum_{j=1}^{[m / 2]} \chi^{j}\left(g^{x}\right)\right)\right| \\
& \leq 18 k p^{1 / 2}(\log p)^{2} . \tag{8}
\end{align*}
$$

If $m$ is even we obtain the statement of Theorem 1 immediately from (7) and (8). If $m$ is odd using the triangle inequality we get

$$
\left|U\left(E_{p-1}, t, a, b\right)\right|=\frac{t}{m}+O\left(k p^{1 / 2}(\log p)^{2}\right)
$$

which completes the proof of Theorem 1. Thus in order to prove Theorem 1, we have to verify (8).

We will use the following lemma:
Lemma 1 Suppose that $p$ is a prime, $\chi$ is a non-principal character modulo $p$ of order $z, f \in \mathbb{F}_{p}[x]$ has $s$ distinct roots in $\bar{F}_{p}$, and it is not a constant multiple of a $z$-th power of a polynomial over $\mathbb{F}_{p}$. Let $y$ be a real number with $0<y \leq p$. Then for any $x \in \mathbb{R}$ :

$$
\left|\sum_{x<n \leq x+y} \chi(f(n))\right|<9 s p^{1 / 2} \log p
$$

## Poof of Lemma 1

This is a trivial consequence of Lemma 1 in [1]. Indeed, there this result is deduced from Weil theorem, see [14].

Consider $\sum_{i=0}^{t-1} \bar{\chi}(f(a+i b))$ in (7), and here, let the order of $\chi$ be $z$. Since $\chi^{m}=1$ we have $z \mid m$. On the other hand $f=c h^{d}$ is not a constant multiple of a $z$-th power of a polynomial over $\mathbb{F}_{p}$, since $1=(m, d)=(z, d)$ (because of $z \mid m)$ and $h$ is not a perfect power of any polynomial over $\mathbb{F}_{p}$.

Using Lemma 1 we have:

$$
\left|\sum_{i=0}^{t-1} \bar{\chi}(f(a+i b))\right| \leq 9 k p^{1 / 2} \log p
$$

and thus by (8)

$$
S \leq \frac{9 k p^{1 / 2} \log p}{m} \sum_{\chi \neq \chi_{0}: \chi^{m}=1}\left|\sum_{j=1}^{[m / 2]} \chi^{j}\left(g^{x}\right)\right| .
$$

## Lemma 2

$$
\sum_{\chi \neq \chi_{0}: \chi^{m}=1}\left|\sum_{j=1}^{[m / 2]} \chi^{j}\left(g^{x}\right)\right| \leq \sum_{\chi \neq \chi_{0}: \chi^{m}=1} \frac{2}{\left|1-\chi\left(g^{x}\right)\right|}<2 m \log (m+1)
$$

Proof of Lemma 2 This is Lemma 3 in [5] with $m$ in place of $d, m / 2$ in place of $(p-1) / 2$ and $g^{x}$ in place of $g$, respectively, and it can be proved in the same way.

Using Lemma 2 we obtain

$$
S<18 k p^{1 / 2} \log p \log (m+1)
$$

which proves (8) and this completes the proof of Theorem 1.

### 2.2 Proof of Theorem 2 and 3

In this section we may suppose that $m$ is even: In Theorem $2 m$ cannot be odd. If $m$ is odd in Theorem 3, then considering $2 m$ in
place of $m$ and $f^{2}$ in place of $f$ in Construction 1 we generate the same sequence; however in this case we have $(2 m, 2 d)>1$.

To prove Theorems 2 and 3 , consider any $\mathcal{D}=\left\{d_{1}, d_{2}, \ldots, d_{\ell}\right\}$ with non-negative integers $d_{1}<d_{2}<\cdots<d_{\ell}$ and positive integers $M$ with $M+d_{\ell} \leq p-1$. Then arguing as in [13, p. 382] with $f\left(n+d_{j}\right)$ in place of $n+d_{j}, m$ in place of $p-1$, and $g^{x}$ in place of $g$ from (6) and since $m$ is even we obtain:

$$
\begin{align*}
\left|V\left(E_{N}, M, D\right)\right| & \leq \frac{2^{\ell}}{m^{\ell}} \sum_{\substack{\chi_{1} \neq \chi_{0} \\
\chi_{1}^{m}=1}} \cdots \sum_{\substack{\chi_{\ell} \neq \chi_{0} \\
\chi_{\ell}^{m}=1}}\left|\sum_{n=1}^{M} \chi_{1}\left(f\left(n+d_{1}\right)\right) \cdots \chi_{\ell}\left(f\left(n+d_{\ell}\right)\right)\right| \\
& \times \prod\left|\sum_{\ell_{j}=1}^{m / 2} \bar{\chi}_{j}\left(g^{x \ell_{j}}\right)\right| . \tag{9}
\end{align*}
$$

Now let $\chi$ be a modulo $p$ character of order $m$; for simplicity we will choose $\chi$ as the character uniquely defined by $\chi(g)=e\left(\frac{x^{*}}{m}\right)$ where $x x^{*} \equiv 1(\bmod m)$. Then

$$
\begin{equation*}
\chi\left(g^{x}\right)=e\left(\frac{1}{m}\right) . \tag{10}
\end{equation*}
$$

Let $\chi_{u}=\chi^{\delta_{u}}$ for $u=1,2, \ldots, \ell$, whence by $\chi_{1} \neq \chi_{0}, \ldots, \chi_{\ell} \neq \chi_{0}$, we may take

$$
1 \leq \delta_{u}<m
$$

Thus in (9) we have

$$
\begin{aligned}
& \left|\sum_{n=1}^{M} \chi_{1}\left(f\left(n+d_{1}\right)\right) \ldots \chi_{\ell}\left(f\left(n+d_{\ell}\right)\right)\right| \\
& =\left|\sum_{n=1}^{M} \chi^{\delta_{1}}\left(f\left(n+d_{1}\right)\right) \ldots \chi^{\delta_{\ell}}\left(f\left(n+d_{\ell}\right)\right)\right| \\
& =\left|\sum_{n=1}^{M} \chi\left(f^{\delta_{1}}\left(n+d_{1}\right) \ldots f^{\delta_{\ell}}\left(n+d_{\ell}\right)\right)\right| .
\end{aligned}
$$

If $f^{\delta_{1}}\left(n+d_{1}\right) \cdots f^{\delta_{\ell}}\left(n+d_{\ell}\right)$ is not a perfect $m$-th power, then this sum can be estimated by Lemma 1 , whence

$$
\left|\sum_{n=1}^{M} \chi\left(f^{\delta_{1}}\left(n+d_{1}\right) \cdots f^{\delta_{\ell}}\left(n+d_{\ell}\right)\right)\right| \leq 9 s \ell p^{1 / 2} \log p
$$

Therefore by (9) and the triangle-inequality we get:

$$
\begin{align*}
\left|V\left(E_{N}, M, D\right)\right| \leq & \frac{2}{}_{m^{\ell}}^{\sum_{\substack{\chi_{1} \neq \chi_{0} \\
\chi_{1}^{m}=1}} \cdots \sum_{\substack{\chi_{\ell} \neq \chi_{0} \\
\chi_{\ell}^{\ell}=1}} 9 s \ell p^{1 / 2} \log p\left|\prod_{j=1}^{\ell}\left(\sum_{l_{j}=1}^{m / 2} \chi^{\delta_{j}}\left(g^{x \ell_{j}}\right)\right)\right|} \\
& +\frac{2^{\ell}}{m^{\ell}} \sum_{\substack{1 \leq \delta_{1}, \ldots, \delta_{\ell}<m, l_{j} \\
f^{\delta_{1}}\left(n+d_{1}\right) \ldots f_{\ell} \ell\left(n+d_{\ell}\right) \text { is } \\
\text { aperfect } m \text {-th power }}}(p-1)\left|\prod_{j=1}^{\ell}\left(\sum_{l_{j}=1}^{m / 2} \chi^{\delta_{j}}\left(g^{x \ell_{j}}\right)\right)\right| \\
& =\sum_{1}+\sum_{2} . \tag{11}
\end{align*}
$$

From Lemma 2 the same way as in [13, p.384] we have

$$
\begin{equation*}
\sum_{1} \leq 9 k \ell 4^{\ell} p^{1 / 2}(\log p)^{\ell+1} \tag{12}
\end{equation*}
$$

It remains to estimate $\sum_{2}$. First we claim that in Theorem 2 and in Theorem 3 (ii) we have $\sum_{2}=0$.

Indeed in these cases I will show that if $f^{\delta_{1}}\left(n+d_{1}\right) \ldots f^{\delta_{\ell}}\left(n+d_{\ell}\right)$ is a perfect $m$-th power, then there exists a $\delta_{i}$ which is even. Then, if $\delta_{i}$ is even, by (10) and $m \nmid \delta_{i}\left(1 \leq \delta_{i} \leq m-1\right)$ we have

$$
\sum_{\ell_{j}=1}^{m / 2} \chi^{\delta_{i}}\left(g^{x \ell_{j}}\right)=\sum_{\ell_{j}=1}^{m / 2} e\left(\frac{\delta_{i} / 2}{m / 2} \ell_{j}\right)=0
$$

which means that in $\sum_{2}$ the product is 0 , whence $\sum_{2}=0$. From this, (11) and (12) Theorem 2 and 3 (ii) follows.

Let us see the proof of those cases for which all $\delta_{i}$ 's are odd. In the case of Theorem 2 if $f^{\delta_{1}}\left(n+d_{1}\right) \cdots f^{\delta_{\ell}}\left(n+d_{\ell}\right)$ is a perfect $m$-th
power, then $m$ divides the degree of $f^{\delta_{1}}\left(n+d_{1}\right) \cdots f^{\delta_{\ell}}\left(n+d_{\ell}\right)$ which is $k\left(\delta_{1}+\cdots+\delta_{\ell}\right)$. If $k$ and $\ell$ are also odd we get that $k\left(\delta_{1}+\cdots+\delta_{\ell}\right)$ is odd, which contradicts $2|m| k\left(\delta_{1}+\cdots+\delta_{\ell}\right)$. In the case of Theorem 3 (ii) we will use the following lemma, which is Lemma 5 of [5] with $m$ in place of $p-1$.

Lemma 3 Suppose that the conditions of Theorem 3 hold. Then if $1 \leq \delta_{1}, \ldots, \delta_{\ell} \leq m-1$, and $f^{\delta_{1}}\left(n+d_{1}\right) \cdots f^{\delta_{\ell}}\left(n+d_{\ell}\right)$ is a perfect m-th power, then there is a $\delta_{i}(1 \leq i \leq \ell)$ and an integer $1 \leq \alpha \leq k$ such that $m \mid \alpha \delta_{i}$.

By Lemma 3 we have

$$
\begin{gathered}
m \mid \alpha \delta_{i}, \\
\left.\frac{m}{(m, \alpha)} \right\rvert\, \delta_{i} .
\end{gathered}
$$

By the conditions of Theorem 3 we have $2^{\beta} \| m$ and $k<2^{\beta}$. Thus $(m, \alpha) \leq \alpha \leq k<2^{\beta}$. Therefore $2 \left\lvert\, \frac{m}{(m, \alpha)}\right.$, whence $\delta_{i}$ is even. This completes the proof of Theorem 2 and Theorem 3 (ii).

In order to prove Theorem 3 (i) we need a generalization of Lemma 3. This is the following:

Lemma 4 Suppose that the conditions of Theorem 3 (i) hold. If $1 \leq$ $\delta_{1}, \ldots, \delta_{\ell} \leq m-1$ and $f^{\delta_{1}}\left(n+d_{1}\right) \cdots f^{\delta_{\ell}}\left(n+d_{\ell}\right)$ is a perfect m-th power, then there is a permutation $\left(\rho_{1}, \ldots, \rho_{\ell}\right)$ of $\left(\delta_{1}, \ldots, \delta_{\ell}\right)$ such that for all $1 \leq i \leq \ell$ there exists an $\alpha_{i}$ with $1 \leq \alpha_{i} \leq k^{i}$ and

$$
m \mid \alpha_{i} \rho_{i} .
$$

We postpone the proof of Lemma 4. Now, from this lemma we verify that $\sum_{2} \leq \frac{\ell!k^{\ell(\ell+1)}}{m^{\ell}} p$. Consider a fixed $\ell$-tuple $\left(\delta_{1}, \ldots, \delta_{\ell}\right)$ for which $f^{\delta_{1}}\left(n+d_{1}\right) \ldots f^{\delta_{\ell}}\left(n+d_{\ell}\right)$ is a perfect $m$-th power. We will prove that

$$
\begin{equation*}
\prod_{j=1}^{\ell}\left|\sum_{\ell_{j}}^{m / 2} \chi^{\delta_{j}}\left(g^{x \ell_{j}}\right)\right| \leq \frac{k^{\ell(\ell+1) / 2}}{2^{\ell}} . \tag{13}
\end{equation*}
$$

Indeed, by Lemma 4 we have a permutation $\left(\rho_{1}, \ldots, \rho_{\ell}\right)$ of $\left(\delta_{1}, \ldots, \delta_{\ell}\right)$ such that for all $1 \leq i \leq \ell$ there exists an $\alpha_{i}$ with $1 \leq \alpha_{i} \leq k^{i}$ and

$$
m \mid \alpha_{i} \rho_{i}
$$

By this, $0<\alpha_{i} \rho_{i}<\alpha_{i} m$ and $\alpha_{i} \leq k^{i}$ we get

$$
\begin{aligned}
m & \leq \alpha_{i} \rho_{i} \leq\left(\alpha_{i}-1\right) m, \\
\frac{1}{\alpha_{i}} & \leq \frac{\rho_{i}}{m} \leq 1-\frac{1}{\alpha_{i}}, \\
\frac{1}{k^{i}} \leq \frac{1}{\alpha_{i}} & \leq\left\|\frac{\rho_{i}}{m}\right\| .
\end{aligned}
$$

By this, (10) and $|1-e(\alpha)| \geq 4\|\alpha\|$ we have

$$
\begin{equation*}
\left|\sum_{\ell_{j}=1}^{m / 2} \chi^{\rho_{j}}\left(g^{x \ell_{j}}\right)\right| \leq \frac{2}{\left|1-\chi^{\rho_{j}}\left(g^{x}\right)\right|}=\frac{2}{\left|1-e\left(\rho_{j} / m\right)\right|} \leq \frac{1}{2 \| \rho_{j} / m| |} \leq \frac{k^{j}}{2} \tag{14}
\end{equation*}
$$

Taking the term-wise product in (14) for $j=1, \ldots, \ell$ we obtain (13). Thus

$$
\begin{equation*}
\sum_{2} \leq p \frac{k^{\ell(\ell+1) / 2}}{m^{\ell}} \sum_{\substack{1 \leq \delta_{1}, \ldots, \delta_{\ell} \leq m, f^{\delta_{1}}\left(n+d_{1}\right) \ldots f^{\ell}\left(n+d_{\ell}\right) \text { is } \\ \text { a perfect } m \text {-th power }}} 1 . \tag{15}
\end{equation*}
$$

Next we give an upper bound for

$$
\begin{equation*}
r \stackrel{\text { def }}{=} \sum_{\substack{1 \leq \delta_{1}, \ldots, \delta_{\ell} \leq m, f^{\delta_{1}}\left(n+d_{1}\right) \ldots f^{\ell}\left(n+d_{\ell}\right) \text { is } \\ \text { a perfect } m \text {-th power }}} 1 . \tag{16}
\end{equation*}
$$

The number of different permutations $\left(\rho_{1}, \ldots, \rho_{\ell}\right)$ of $\left(\delta_{1}, \ldots, \delta_{\ell}\right)$ is $\ell$ !. Consider a fixed permutation $\left(\rho_{1}, \ldots, \rho_{\ell}\right)$. Then by Lemma 4 we have $m \mid \alpha_{i} \rho_{i}$ where $1 \leq \alpha_{i} \leq k^{i}$. Thus $\left.\frac{m}{\left(m, \alpha_{i}\right)} \right\rvert\, \rho_{i}$. Since $1 \leq \rho_{i} \leq m$ we have that $\rho_{i}$ may assume $\left(m, \alpha_{i}\right) \leq \alpha_{i} \leq k^{i}$ values. Therefore

$$
\begin{equation*}
r \leq \ell!\prod_{i=1}^{\ell} k^{i}=\ell!k^{\ell(\ell+1) / 2} \tag{17}
\end{equation*}
$$

By (15), (16) and (17) we have

$$
\sum_{2} \leq \ell!\frac{k^{\ell(\ell+1)}}{m^{\ell}} p
$$

which proves Theorem 3 (i). It remains to prove Lemma 4.

## Proof of Lemma 4

We will need the following definition and lemma:

Definition 2 Let $\mathcal{A}$ and $\mathcal{B}$ be multi-sets of the elements of $\mathbb{Z}_{p}$. If $\mathcal{A}+\mathcal{B}$ represents every element of $\mathbb{Z}_{p}$ with multiplicity divisible by $m$, i.e., for all $c \in \mathbb{Z}_{p}$, the number of solutions of

$$
a+b=c \quad a \in \mathcal{A}, b \in \mathcal{B}
$$

(the a's and b's are counted with their multiplicities) is divisible by m, then the $\operatorname{sum} \mathcal{A}+\mathcal{B}$ is said to have property $P$.

Lemma 5 Let $\mathcal{A}=\left\{a_{1}, a_{2}, \ldots, a_{r}\right\}, \mathcal{D}=\left\{d_{1}, d_{2}, \ldots, d_{\ell}\right\} \subseteq \mathbb{Z}_{p}$. If one of the following two conditions holds
(i) $\min \{r, \ell\} \leq 2$ and $\max \{r, \ell\} \leq p-1$,
(ii) $(4 \ell)^{r} \leq p$ or $(4 r)^{\ell} \leq p$,
then there exist $c_{1}, \ldots, c_{\ell} \in \mathbb{Z}_{p}$ and a permutation $\left(q_{1}, \ldots, q_{\ell}\right)$ of $\left(d_{1}, \ldots, d_{\ell}\right)$ such that for all $1 \leq i \leq \ell$

$$
a+d=c_{i} \quad a \in \mathcal{A}, d \in \mathcal{D}
$$

has at least one solution, and the number of solutions is less than $i$. Moreover for all solution $a \in \mathcal{A}, d \in \mathcal{D}$ we have $d \in\left\{q_{1}, q_{2} \ldots, q_{i}\right\}$, and $d=q_{i}, a=c_{i}-q_{i}$ is always a solution.

## Proof of Lemma 5

We will prove Lemma 5 by induction on $i$. It was proved in [4, Theorem 2] that for all sets $\mathcal{A}$ and $\mathcal{D}$ with the conditions of Lemma 5, we have a $c \in \mathbb{Z}_{p}$ such that

$$
a+d=c \quad a \in \mathcal{A}, d \in \mathcal{D}
$$

has exactly one solution.
This proves Lemma 5 in the case $i=1$. Suppose that Lemma 5 holds for $i=j$. Then we will prove that it also holds for $i=j+1$. By the induction hypothesis we have $c_{1}, \ldots, c_{j}$ and a permutation $\left(q_{1}, \ldots, q_{j}\right)$ of $\left(d_{1}, \ldots, d_{j}\right)$ according to Lemma 5. Let $\mathcal{D}^{\prime}=\mathcal{D} \backslash\left\{q_{1}, \ldots q_{j}\right\}$. Since Lemma 5 is true for $i=1$ we have that there exists $c_{j+1} \in \mathbb{Z}_{p}$ such that

$$
a+d=c_{j+1} \quad a \in \mathcal{A}, d \in \mathcal{D}^{\prime}
$$

has exactly one solution. Let this unique solution be $\alpha=\alpha_{i+1}$ and $d=q_{j+1}$. Then for the solution of

$$
a+d=c_{j+1} \quad a \in \mathcal{A}, d \in \mathcal{D}
$$

we have $d \in\left\{q_{1}, q_{2}, \ldots, q_{j+1}\right\}$ which completes the proof of Lemma 5 .
Now we return to the proof of Lemma 4. The following equivalence relation was defined in [4] and also used in [5]: We will say that the polynomials $\varphi(x), \psi(x) \in \mathbb{F}_{p}[x]$ are equivalent, $\varphi \sim \psi$, if there is an $a \in \mathbb{F}_{p}$ such that $\psi(x)=\varphi(x+a)$. Clearly, this is an equivalence relation.

Write $f$ as the product of irreducible polynomials over $\mathbb{F}_{p}$. Let us group these factors so that in each group the equivalent irreducible factors are collected. Consider a typical group $\varphi\left(x+a_{1}\right), \ldots, \varphi\left(x+a_{r}\right)$. Then $f$ is of the form $f(x)=\varphi^{\alpha_{1}}\left(x+a_{1}\right) \ldots \varphi^{\alpha_{r}}\left(x+a_{r}\right) g(x)$ where $g(x)$ has no irreducible factors equivalent with any $\varphi\left(x+a_{i}\right)(1 \leq i \leq r)$.

Let $h(n)=f^{\delta_{1}}\left(n+d_{1}\right) \cdots f^{\delta_{\ell}}\left(n+d_{\ell}\right)$ be a perfect $m$-th power where $1 \leq \delta_{1}, \ldots, \delta_{\ell}<m$. Then writing $h(x)$ as the product of irreducible polynomials over $\mathbb{F}_{p}$, all the polynomials $\varphi\left(x+a_{i}+d_{j}\right)$ with $1 \leq i \leq r$, $1 \leq j \leq \ell$ occur amongst the factors. All these polynomials are equivalent, and no other irreducible factor belonging to this equivalence class will occur amongst the irreducible factors of $h(x)$.

Since distinct irreducible polynomials cannot have a common zero, each of the zeros of $h$ is of multiplicity divisible by $m$, if and only if in each group, formed by equivalent irreducible factors $\varphi\left(x+a_{i}+d_{j}\right)$ of $h(x)$, every polynomial of form $\varphi(x+c)$ occurs with multiplicity divisible by $m$. In other words writing $\mathcal{A}=\left\{a_{1}, \ldots, a_{1}, \ldots, a_{r}, \ldots, a_{r}\right\}$, $\mathcal{D}=\left\{d_{1}, \ldots, d_{1}, \ldots, d_{\ell}, \ldots, d_{\ell}\right\}$ where $a_{i}$ has the multiplicity $\alpha_{i}$ in $\mathcal{A}$ ( $\alpha_{i}$ is the exponent of $\varphi\left(x+a_{i}\right.$ ) in the factorization of $f(x)$ ) and $d_{i}$
has the multiplicity $\delta_{i}$ in $\mathcal{D}$ (where $h(n)=f^{\delta_{1}}\left(n+d_{1}\right) \cdots f^{\delta_{\ell}}\left(n+d_{\ell}\right)$ is a perfect $m$-th power), then for each group $\mathcal{A}+\mathcal{D}$ must possess property $P$.

Let $\mathcal{A}^{\prime}$ and $\mathcal{D}^{\prime}$ be the simple set version of $\mathcal{A}$ and $\mathcal{D}$, more exactly, let $\mathcal{A}^{\prime}=\left\{a_{1}, \ldots, a_{r}\right\}$ and $\mathcal{D}^{\prime}=\left\{d_{1}, \ldots, d_{\ell}\right\} . \mathcal{A}^{\prime}$ and $\mathcal{D}^{\prime}$ satisfy the conditions of Lemma 5 . So by Lemma 5 for the sets $\mathcal{A}$ and $\mathcal{D}$ we have the following: There exist $c_{1}, \ldots, c_{\ell} \in \mathbb{Z}_{p}$ and a permutation $\left(q_{1}, \ldots, q_{\ell}\right)=\left(d_{j_{1}}, \ldots, d_{j_{\ell}}\right)$ of $\left(d_{1}, \ldots, d_{\ell}\right)$ such that if

$$
a+d=c_{i} \quad a \in \mathcal{A}^{\prime}, d \in \mathcal{D}^{\prime},
$$

then we have

$$
d \in\left\{q_{1}, \ldots, q_{i}\right\}=\left\{d_{j_{1}}, \ldots, d_{j_{i}}\right\}
$$

and $d=q_{i}, a=c_{i}-q_{i}$ is a solution. Here $\left(j_{1}, \ldots, j_{\ell}\right)$ is a permutation of $(1, \ldots, \ell)$. Define $\rho_{i}$ 's by $\rho_{i}=\delta_{j_{i}}$ (so $\left(\rho_{1}, \ldots, \rho_{\ell}\right)=\left(\delta_{j_{1}}, \ldots, \delta_{j_{\ell}}\right)$ is the same permutation of $\left(\delta_{1}, \ldots, \delta_{\ell}\right)$ as the permutation $\left(q_{1}, \ldots, q_{\ell}\right)=$ $\left(d_{j_{1}}, \ldots, d_{j_{\ell}}\right)$ of $\left.\left(d_{1}, \ldots, d_{\ell}\right)\right)$. Returning to the multi-set case, using these notation we get that the number of the solutions

$$
a+d=c_{i} \quad a \in \mathcal{A}, d \in \mathcal{D}
$$

is of the form

$$
\epsilon_{i, 1} \alpha_{i, 1} \rho_{1}+\epsilon_{i, 2} \alpha_{i, 2} \rho_{2}+\cdots+\epsilon_{i, i} \alpha_{i, i} \rho_{i}
$$

where $\epsilon_{i, j} \in\{0,1\}, \alpha_{i, j} \in\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ for $1 \leq j \leq i$ and $\epsilon_{i, i}=1$. (We study the number of the solutions by multiplicity since $\mathcal{A}$ and $\mathcal{D}$ are multi-sets).

Since $\mathcal{A}+\mathcal{D}$ posses property $\mathcal{P}$ we have that for all $1 \leq i \leq \ell$

$$
\begin{equation*}
m \mid \epsilon_{i, 1} \alpha_{i, 1} \rho_{1}+\epsilon_{i, 2} \alpha_{i, 2} \rho_{2}+\cdots+\epsilon_{i, i} \alpha_{i, i} \rho_{i} . \tag{18}
\end{equation*}
$$

By induction on $i$ we will prove that

$$
\begin{equation*}
m \mid \alpha_{1,1} \alpha_{2,2}, \ldots, \alpha_{i, i} \rho_{i} \tag{19}
\end{equation*}
$$

Indeed, for $i=1$ by (18) and $\epsilon_{1,1}=1$ we get $m \mid \alpha_{1,1} \rho_{1}$. We will prove that if (19) holds for $i \leq j-1$, then it also holds for $i=j$.

By the induction hypothesis we have

$$
\begin{equation*}
m\left|\alpha_{1,1} \rho_{1}, m\right| \alpha_{1,1} \alpha_{2,2} \rho_{2}, \ldots, m \mid \alpha_{1,1} \alpha_{2,2} \ldots, \alpha_{j-1, j-1} \rho_{j-1} \tag{20}
\end{equation*}
$$

Multiplying (18) for $i=j$ by $\alpha_{1,1} \ldots \alpha_{j-1, j-1}$ we get:

$$
\begin{aligned}
& m \mid \epsilon_{j, 1} \alpha_{j, 1} \alpha_{1,1} \ldots \alpha_{j-1, j-1} \rho_{1}+\epsilon_{j, 2} \alpha_{j, 2} \alpha_{1,1} \ldots \alpha_{j-1, j-1} \rho_{2}+\ldots \\
& \quad \quad+\epsilon_{j, j} \alpha_{j, j} \alpha_{1,1} \ldots \alpha_{j-1, j-1} \rho_{i} .
\end{aligned}
$$

From this using (20) and $\epsilon_{j, j}=1$ we get

$$
m \mid \alpha_{1,1} \ldots \alpha_{j, j} \rho_{j}
$$

which was to be proved.
$\alpha_{1,1}, \ldots, \alpha_{i, i} \in\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ where $\alpha_{i}$ 's are exponents of irreducible factors of $f$, thus $1 \leq \alpha_{i, i} \leq \operatorname{deg} f=k$. Therefore $\alpha_{1,1} \alpha_{2,2} \ldots \alpha_{i, i} \leq k^{i}$ and by (19) this completes the proof of Lemma 4.

### 2.3 Proof of Theorem 4

The proof is exactly the same as in [2, Theorem 1], the only difference is in the definitions of $q$ and $r$ : now we choose $q, r$ as integers with $(q, p)=(r, p)=1$ and $1 \leq \operatorname{ind}^{*} q \leq \frac{m}{2}, \frac{m}{2}<\operatorname{ind}^{*} r \leq m$.

## 3 Time analysis

Construction 1 depends on the key $g^{x}$ where $g$ is a primitive root and $(x, m)=1$. We only need $g^{x}$, it is not necessary to know the value of $g$ or $x$. First we prove that it is easy to find a key $g^{x}$.

Suppose that the factorization of $m$ is known: $m=p_{1}^{\alpha_{1}} \ldots p_{r}^{\alpha_{r}}$ where $p_{1}, \ldots, p_{r}$ are primes. The condition $(x, m)=1$ is equivalent with that $y=g^{x}$ is not a perfect $p_{i}$-th power for any $1 \leq i \leq r$ in $\mathbb{F}_{p}$. In other words, using Fermat's theorem we have that

$$
\begin{equation*}
y^{(p-1) / p_{i}} \equiv 1 \quad(\bmod p) \tag{21}
\end{equation*}
$$

does not hold for all $1 \leq i \leq r$. By using the iterated squaring method to check (21), it takes $O\left((\log p)^{3}\right)$ bit operations (see e.g. in [8]).

We will choose a random $y \in \mathbb{Z}_{p}$, and by (21) we check that $y=g^{x}$ weather satisfies $(x, m)=1$ or not. For a fix primitive root $g$, the number of $x$ 's with this property is $\varphi(m) \frac{p-1}{m} \gg \frac{p}{\log \log p}$. Thus after $c \log \log p$ attempts we will find a suitable key $g^{x}$ with high probability.

Next by the Pohlig-Hellman [12] we prove that ind ${ }^{*} n$ can be computed fast. Indeed, first we determine $\operatorname{ind}^{*} n$ modulo prime power divisor $q^{\alpha}$ of $m$ by $O\left(\alpha q(\log p)^{3}\right)$ bit operations. If we know $\operatorname{ind}^{*} n$ modulo $p_{i}^{\alpha_{i}}$ for all $1 \leq \alpha_{i} \leq r$ where $m=p_{1}^{\alpha_{1}} \ldots p_{r}^{\alpha_{r}}$, then using the Chinese Remainder theorem we have determined the value ind ${ }^{*} n$ modulo $m$, which gives $\operatorname{ind}^{*} n$ because of $1 \leq \operatorname{ind}^{*} n \leq m$. Thus to compute ind ${ }^{*} n$ we use $O\left((\log m)^{4}+(\log p)^{3}\left(\alpha_{1} p_{1}+\cdots+\alpha_{r} p_{r}\right)\right) \leq$ $O\left((\log m)^{4}+(\log p)^{3}\left(\alpha_{1}+\cdots+\alpha_{r}\right) \max _{1 \leq i \leq r} p_{i}\right) \leq O\left((\log p)^{4} \max _{1 \leq i \leq r} p_{i}\right)$ bit operations.

Let us see the proof of that $\operatorname{ind}^{*} n$ can be computed modulo prime power divisors $q^{\alpha}$ of $m$ by $O\left(\alpha q(\log p)^{3}\right)$ bit operations. We will prove this by induction on $\alpha$. When $\alpha=0$ the statement is trivial. Suppose that we already know $\operatorname{ind}^{*} n$ modulo $q^{i}$ :

$$
\operatorname{ind}^{*} n \equiv s \quad\left(\bmod q^{i}\right) .
$$

From this we compute $\operatorname{ind}^{*} n$ modulo $q^{i+1}$ by $O\left(q(\log p)^{3}\right)$ bit operations if $q^{i+1} \mid m$. In order to prove this statement we will use the following lemma, which is a trivial consequence of the properties of the primitive roots and Fermat's theorem.

Lemma $6 q^{\alpha} \mid m$. Then

$$
\operatorname{ind}^{*} n \equiv s \quad\left(\bmod q^{\alpha}\right)
$$

holds if and only if

$$
n / g^{s x} \text { is a perfect } q^{\alpha} \text {-th power modulo } p
$$

which is equivalent with

$$
\begin{equation*}
\left(n / g^{s x}\right)^{(p-1) / q^{\alpha}} \equiv 1 \quad(\bmod p) . \tag{22}
\end{equation*}
$$

By Lemma 6 we have that $n / g^{s x}$ is a perfect $q^{i}$-th power. By Lemma 6, using (22), we check that which of the numbers

$$
n / g^{s x}, n / g^{\left(s+q^{i}\right) x}, n / g^{\left(s+2 q^{i}\right) x}, \ldots, n / g^{s+(q-1) q^{i} x}
$$

is a perfect $q^{i+1}$-th power. This takes $O\left(q(\log p)^{3}\right)$ bit operations. There is surely one which is a perfect $q^{i+1}$-th power, because $s, s+$
$q^{i}, \ldots, s+(q-1) q^{i}$ run over the residue classes modulo $q^{i+1}$ which are congruent to $s$ modulo $q^{i}$. By Lemma $6, n / g^{s+j p^{i} x}$ is a perfect $p^{i+1}$-th power if and only if ind ${ }^{*} n \equiv s+j q^{i} x\left(\bmod q^{i+1}\right)$. This completes the proof of the statement.

## 4 An extension of an inequality of Mauduit

## and Sárközy

C. Mauduit and A. Sárközy [10] expressed the connection between the well-distribution measure and the correlation measure of order 2 in a quantitative form: For all $E_{N} \in\{-1,+1\}^{N}$

$$
\begin{equation*}
W\left(E_{N}\right) \leq 3 \sqrt{N C_{2}\left(E_{N}\right)} \tag{23}
\end{equation*}
$$

They also gave a construction for which $W\left(E_{N}\right) \gg \sqrt{N C_{2}\left(E_{N}\right)}$. Their result shows that (23) is sharp apart from a constant factor. The following theorem generalizes (23) for the correlation measures of higher order:

Theorem 5 For all $E_{N} \in\{-1,+1\}^{N}, 3 \ell^{2} \leq N$ we have

$$
W\left(E_{N}\right) \leq 3 \ell N^{1-1 /(2 \ell)}\left(C_{2 \ell}\left(E_{N}\right)\right)^{1 /(2 \ell)} .
$$

By Theorem 3 we get for $N=p-1$ :

$$
\begin{equation*}
C_{\ell}\left(E_{N}\right)<_{\ell} k^{\ell(\ell+1)} \frac{p}{m^{\ell}} \tag{24}
\end{equation*}
$$

if $m<\frac{p^{1 /(2 \ell)}}{(\log p)^{1+1 / \ell}}$. We will see that if $\ell$ is even, $m$ is odd and small enough, then by Theorem 5 and Theorem 1 we have that the upper
bound in (24) is sharp apart from a constant factor. Thus in case of even $\ell$ and odd $m$ Construction 1 provides a natural example for a sequence whose correlation measures of small orders are small while the well-distribution measure is possibly large. Indeed, by Theorem 1 if $m<\frac{1}{2 k} p^{1 / 2} /(\log p)^{2}$ we have

$$
W\left(E_{p-1}\right) \gg \frac{p}{m} .
$$

By Theorem 5 we fixed

$$
\frac{p}{m} \ll W\left(E_{N}\right) \ll \ell p^{1-1 /(2 \ell)}\left(C_{2 \ell}\left(E_{N}\right)\right)^{1 /(2 \ell)},
$$

which implies

$$
\frac{1}{\ell^{2 \ell}} \frac{p}{m^{2 \ell}} \ll C_{2 \ell}\left(E_{N}\right) .
$$

Comparing this with (24) we get that Theorem 5 is sharp apart from a constant factor. While the construction of A. Sárközy and C. Mauduit [10] showing that (23) is sharp used probabilistic methods, Construction 1 is explicit.

## Proof of Theorem 5

The proof is nearly the same as in [10], however we have to handle larger product of $e_{i}$ 's than in [10].

Let

$$
W\left(E_{N}\right)=\sum_{j=0}^{t-1} e_{a+j b}=\sum_{\substack{a \leq i<m \\ i \equiv a(\bmod b)}} e_{i}
$$

where $m=a+t b \leq N+b$. If $N<i \leq N+b$, let $e_{i}=1$. Then

$$
\begin{align*}
\left(W\left(E_{N}\right)\right)^{2 \ell} & =\left(\sum_{\substack{a \leq i<m \\
i \equiv a \\
(\bmod b)}} e_{i}\right)^{2 \ell} \leq \sum_{h=0}^{b-1}\left(\sum_{\substack{a \leq i<m \\
i \equiv h \\
(\bmod b)}} e_{i}\right)^{2 \ell} \\
& =\sum_{\substack{r \leq 2 \ell, a \leq i_{1}<i_{2}<\cdots<i_{r}<m \\
i_{1} \equiv i_{2} \equiv \cdots \equiv i_{r} \\
(\bmod b)}} X_{r} \cdot e_{i_{1}} e_{i_{2}} \ldots e_{i_{r}} \\
& =\sum_{\substack{j \leq \ell, a \leq i_{1}<i_{2}<\cdots<i_{2 j}<m \\
i_{1} \equiv i_{2} \equiv \cdots \equiv i_{2 j} \quad(\bmod b)}} X_{2 j} \cdot e_{i_{1} e_{i_{2}} \ldots e_{i_{2 j}} .} . \tag{25}
\end{align*}
$$

Here $r \leq 2 \ell$ because originally all the products are in the form of $e_{1}^{\alpha_{1}} \ldots e_{m-1}^{\alpha_{m-1}}\left(\right.$ where $\left.\alpha_{1}+\cdots+\alpha_{m-1}=2 \ell\right)$ but $e_{i}^{\alpha_{i}}=1$ if $\alpha_{i}$ is even and $e_{i}^{\alpha_{i}}=e_{i}$ if $\alpha_{i}$ is odd. The sum $\alpha_{1}+\cdots+\alpha_{m-1}=2 \ell$ is even, so the number of odd $\alpha_{i}$ 's is even. Thus in (25) we may suppose that $r=2 j$ where $j \in \mathbb{N}$.

Let $s$ denote the number of $i$ 's with $a \leq i<m$ and for which $i$ belongs to a fixed residue class modulo $b$ (here $s$ is the number of the terms in $\sum_{\substack{i \equiv h(\bmod b)}}^{a \leq i<m} e_{i}$ for any $h$, s does not depend on $h$ on the value of the fixed residue class). Using the multinomial theorem:

$$
X_{2 j}=\sum_{\substack{\alpha_{1}+\ldots+\alpha_{s}=2 \ell \\ \alpha_{1}, \ldots, \alpha_{2 j} \text { are odd } \\ \alpha_{2 j}+1, \ldots, \alpha_{s} \text { are even }}} \frac{(2 \ell)!}{\alpha_{1}!\ldots \alpha_{s}!} \leq \sum_{\substack{\alpha_{1}+\ldots+\alpha_{s}=2 \ell \\ \alpha_{1}, \ldots, \alpha_{2} \text { are odd } \\ \alpha_{2 j}+1, \ldots, \alpha_{s} \text { are even }}}(2 \ell)!.
$$

For $1 \leq i \leq 2 j$ let $\alpha_{i}=2 \beta_{i}-1$ and for $2 j+1 \leq i \leq s$ let $\alpha_{i}=2 \beta_{i}-2$. Then

$$
\begin{align*}
X_{2 j} & \leq(2 \ell)!\sum_{\substack{\beta_{1}+\ldots+\beta_{s}=s+\ell-j \\
\forall i: \beta_{i}>0}} 1=(2 \ell)!\binom{s+\ell-j-1}{s-1} \\
& \leq \frac{(2 \ell)!}{(\ell-j)!}(s+\ell-j-1)^{\ell-j} \leq(2 \ell)^{\ell+j}(s+\ell-j-1)^{\ell-j} \\
& \leq(2 \ell)^{\ell+j}(N+\ell)^{\ell-j}=2^{\ell+j} \ell^{\ell+j}(N+\ell)^{\ell-j} . \tag{26}
\end{align*}
$$

By (25) and the triangle-inequality we have

$$
\begin{align*}
&\left(W\left(E_{N}\right)\right)^{2 \ell} \leq \sum_{j=0}^{\ell}\left|X_{2 j}\right| \\
& \sum_{\substack{1 \leq d_{1}<d_{2}<\cdots<d_{2 j-1}<m-a \\
0 \equiv d_{1} \equiv d_{2} \equiv \cdots \equiv d_{2 j-1}(\bmod b)}} \sum_{i=a}^{m-1-d_{2 j-1}} e_{i} e_{i+d_{1}} \ldots e_{i+d_{2 j-1}} \mid \tag{27}
\end{align*}
$$

By the definition of the correlation measure we have:

$$
\left|\sum_{i=a}^{m-1-d_{2 j-1}} e_{i} e_{i+d_{1}} \ldots e_{i+d_{2 j-1}}\right| \leq C_{2 \ell}\left(E_{N}\right)+1 .
$$

Thus from (26) and (27) we obtain

$$
\begin{aligned}
\left(W\left(E_{N}\right)\right)^{2 \ell} & \leq \sum_{j=0}^{\ell} 2^{\ell+j} \ell^{\ell+j}(N+\ell)^{\ell-j} \sum_{\substack{1 \leq d_{1}<d_{2}<\cdots<d_{2 j-1}<m-a \\
0 \equiv d_{1} \equiv d_{2} \equiv \cdots \equiv d_{2 j-1}(\bmod b)}}\left(C_{2 j}\left(E_{N}\right)+1\right) \\
& =\sum_{j=0}^{\ell} 2^{\ell+j} \ell^{\ell+j}(N+\ell)^{\ell-j} N^{2 j-1}\left(C_{2 j}\left(E_{N}\right)+1\right)
\end{aligned}
$$

where by definition $C_{0}\left(E_{N}\right)=N$. Using that for $1 \leq j \leq \ell-1$ $C_{2 j}\left(E_{N}\right) \leq N$ we obtain

$$
\begin{equation*}
\left(W\left(E_{N}\right)\right)^{2 \ell} \leq \sum_{j=0}^{\ell-1} 2^{\ell+j} \ell^{\ell+j}(N+\ell)^{\ell+j}+4^{\ell} \ell^{2 \ell} N^{2 \ell-1}\left(C_{2 \ell}\left(E_{N}\right)+1\right) \tag{28}
\end{equation*}
$$

By $1+x \leq e^{x}$ we have

$$
\begin{aligned}
\sum_{j=0}^{\ell-1} 2^{\ell+j} \ell^{\ell+j}(N+\ell)^{\ell+j} & =2^{\ell} \ell^{\ell}(N+\ell)^{\ell} \sum_{j=0}^{\ell-1} 2^{j} \ell^{j}(N+\ell)^{j} \\
& =2^{\ell} \ell^{\ell}(N+\ell)^{\ell}(1+2 \ell(N+\ell))^{\ell-1} \\
& =2^{2 \ell-1} \ell^{2 \ell-1} N^{2 \ell-1}\left(1+\frac{\ell}{N}\right)^{\ell}\left(1+\frac{2 \ell^{2}+1}{2 \ell N}\right)^{\ell-1} \\
& \leq 2^{2 \ell-1} \ell^{2 \ell-1} N^{2 \ell-1} e^{2 \ell^{2} / N} \leq 4^{\ell} \ell^{2 \ell-1} N^{2 \ell-1}
\end{aligned}
$$

From this and (28) we obtain

$$
\left(W\left(E_{N}\right)\right)^{2 \ell} \leq 4^{\ell} \ell^{2 \ell} N^{2 \ell-1}\left(C_{2 \ell}\left(E_{N}\right)+1+\frac{1}{\ell}\right) \leq 9^{\ell} \ell^{2 \ell} N^{2 \ell-1} C_{2 \ell}\left(E_{N}\right)
$$

which proves Theorem 5.
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