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Abstract

In an earlier paper Gyarmati introduced and studied the symmetry

measure of pseudorandomness of binary sequences. The goal of this

paper is to extend this definition to two dimensions, i.e., to binary

lattices. Three different definitions are proposed to do this extension.

The connection between these definitions is analyzed. It is shown that

these new symmetry measures are independent of the other measures

of pseudorandomness of binary lattices. A binary lattice is constructed

for which both the pseudorandom measures of order ℓ (for every fixed ℓ)

and the symmetry measures are small. Finally, the symmetry measures

are estimated for truly random binary lattices.
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1 Introduction

In [15] Mauduit and Sárközy initiated a new constructive approach to

study pseudorandomness of binary sequences

EN = {e1, . . . , eN} ∈ {−1, +1}N . (1)

First they introduced the following measures of pseudorandomness of se-

quences of this type: the well-distribution measure; the correlation measure

of order k; the combined pseudorandom measure of order k; the normal-

ity measure of order k. Then they showed that the Legendre symbol forms

a “good” pseudorandom sequence in terms of these measures. Later many

related papers have been written in which these pseudorandom measures

are studied, further sequences are tested for pseudorandomness, or further

constructions are given for sequences with good pseudorandom properties.

In Part I [9] we surveyed some further details of the related work, and we

also presented a list of references. Here we recall only the definition of the

correlation measure which we will need later:
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Definition 1 The correlation measure of order ℓ of the sequence EN in (1)

is defined as

Cℓ(EN ) = max
M,D

∣

∣

∣

∣

∣

M
∑

n=1

en+d1 . . . en+dℓ

∣

∣

∣

∣

∣

where the maximum is taken over all D = (d1, . . . , dℓ) and M such that

0 ≤ d1 < · · · < dℓ ≤ N − M .

In [11] Hubert, Mauduit and Sárközy extended this theory of pseudoran-

domness of binary sequences to n dimensions. They introduced the following

definitions:

Denote by In
N the set of n-dimensional vectors whose coordinates are

integers between 0 and N − 1:

In
N = {x = (x1, . . . , xn) : xi ∈ {0, 1, . . . , N − 1}}.

This set is called an n-dimensional N-lattice or briefly an N-lattice.

They extended the definition of binary sequences to n dimensions by

considering functions of type

η : In
N → {−1, +1}. (2)

If x = (x1, . . . , xn) so that η(x) = η((x1, . . . , xn)) then we will simplify the

notation slightly by writing η(x) = η(x1, . . . , xn). Such a function can be

visualized as the lattice points of the N -lattice replaced by the two symbols

+ and −, thus they are called binary N-lattices.

In [10] the definition of In
N was extended to more general lattices in the fol-

lowing way: Let u1,u2, . . . ,un be n linearly independent vectors over the field

of the real numbers such that the i-th coordinate of ui is a positive integer and

the other coordinates of ui are 0, so that ui is of the form (0, . . . , 0, zi, 0, . . . , 0)

(with zi ∈ Z
+). Let t1, t2, . . . , tn be integers with 0 ≤ t1, t2, . . . , tn < N . Then

we call the set

Bn
N = {x = x1u1 + · · · + xnun : 0 ≤ xi |ui| ≤ ti(< N) for i = 1, . . . , n}
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an n-dimensional box N-lattice or briefly a box N-lattice.

In [11] Hubert, Mauduit and Sárközy introduced the following measures

of pseudorandomness of binary lattices (here we will present the definition

in the same slightly modified but equivalent form as in [10]):

Definition 2 The pseudorandom measure of order ℓ of the binary lattice η

of form (2) is defined by

Qℓ(η) = max
B,d1,...,dℓ

∣

∣

∣

∣

∣

∑

x∈B

η(x + d1) · · ·η(x + dℓ)

∣

∣

∣

∣

∣

, (3)

where the maximum is taken over all distinct d1, . . . ,dℓ ∈ In
N and all box

N-lattices B such that B + d1, . . . , B + dℓ ⊆ In
N .

Then η is said to have strong pseudorandom properties, or briefly, it is

considered as a “good” pseudorandom binary lattice if for fixed n and ℓ and

“large” N the measure Qℓ(η) is “small” (much smaller, than the trivial upper

bound Nn). This terminology is justified by the fact that, as it was proved

in [11], for a truly random binary lattice defined on In
N and for fixed ℓ the

measure Qℓ(η) is “small”; more precisely, it is less than Nn/2 multiplied by

a logarithmic factor (see [3] and [7] for more precise results concerning the

one-dimensional case). The construction of a binary N -lattice η for which

Qℓ(η) is so small (for every fixed ℓ) was also presented in [11]. Later further

binary lattices with strong pseudorandom properties have been constructed,

a list of related references is given in [9].

As we mentioned earlier, in the one dimensional case there are several

papers written on the measures of pseudorandomness (see [9]). This series of

papers is devoted to the study of questions of this type in the n-dimensional

case (focusing on the case n = 2). In particular, in this paper our goal is to

introduce and study the symmetry measures in n dimensions.

Starting out from a remark in [15] (Example 2 on p. 372), Gyarmati [8]

introduced the symmetry measure of binary sequences:
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Definition 3 The symmetry measure of the sequence EN in (1) is defined

as

S(EN) = max
1≤a<b≤N

∣

∣

∣

∣

∣

∣

[(b−a)/2]−1
∑

j=0

ea+jeb−j

∣

∣

∣

∣

∣

∣

.

Clearly, S(EN ) is “large” if and only if EN has a large part which is

“nearly” symmetric or antisymmetric, more precisely, if there are integers a, b

such that 1 ≤ a < b ≤ N , b is “much greater”, then a (we have b − a ≫ N),

and either

ea+j = eb−j

or

ea+j = −eb−j

holds for “much more”, than half of the j’s with 0 ≤ j ≤ b−a
2

− 1. If this is

the case, then, as Gyarmati writes, “this sequence certainly cannot be “typi-

cal” random sequence, and this symmetric structure may lead difficulties in

certain applications. This observation inspired us to propose a new measure

of pseudorandomness”. Besides, the symmetry measure may help to study

symmetry properties of sets which is a subject of independent interest (see

e.g., [5], [6], [13], [14], [18], [19], [20], [22]).

In [8] Gyarmati showed that S(EN) is around
√

N for almost all EN ∈
{−1, +1}N . Thus for a “good” pseudorandom sequence EN the symmetry

measure must be “small” (certainly o(N), ideally O(N1/2+ε)). She also proved

that the symmetry measure of the half of the Legendre symbol sequence

(i.e., of the sequence
{(

1
p

)

,
(

2
p

)

, . . . ,
(

(p−1)/2
p

)}

) is small (it follows from

the results in [15]) that the other pseudorandom measures of this sequence

are also small), and that the symmetry measure and the other measures of

pseudorandomness are independent.

It is not at all clear how to extend Definition 3 to two dimensions and,

indeed, here we will present three different definitions (and the case of more

than two dimensions would be even more complicated).
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2 The rectangle-symmetry measure

It is a natural idea to study the symmetry only on rectangles whose sides

are vertical or horizontal. We will call these rectangles parallel rectangles.

Definition 4 R ⊆ I2
N is a parallel rectangle if R is of the form

R = {x = (x1, x2) : x1, x2 ∈ N0, a1 ≤ x1 ≤ b1, a2 ≤ x2 ≤ b2}. (4)

Clearly a parallel rectangle R of the form (4) which is not a square has

two symmetry axis: the lines x1 = a1+b1
2

and x2 = a2+b2
2

. The rectangle

R also has a symmetry center
(

a1+b1
2

, a2+b2
2

)

. Let H(R) denote the set of

symmetry transformations which leave R in its original position, so that if R

is not a a square then for τ ∈ H(R) we have either

τ((x1, x2)) = (a1 + b1 − x1, x2) for all (x1, x2) ∈ I2
N ,

τ((x1, x2)) = (x1, a2 + b2 − x2) for all (x1, x2) ∈ I2
N

or

τ((x1, x2)) = (a1 + b1 − x1, a2 + b2 − x2) for all (x1, x2) ∈ I2
N .

If R is a square then there are two further symmetry transformations: reflec-

tions with respect to the diagonals; these rather special transformations are

of slightly different nature, than the others, and it would make the discus-

sions much lengthier to cover them as well. Thus we exclude these special

transformations, and in H(R) we include only the three transformations τ

presented above.

We define the rectangle-symmetry measure by the following:

Definition 5 Let η : I2
N → {−1, +1} be a binary lattice. The rectangle-

symmetry measure of η is defined by

Sr(η) = max
R,τ∈H(R)

∣

∣

∣

∣

∣

∑

x∈R

η(x)η(τ(x))

∣

∣

∣

∣

∣
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where the maximum is taken over all parallel rectangles R of I2
N and all

symmetry transformations τ ∈ H(R).

Then η is considered to have good rectangle-symmetry property if Sr(η)

is “small”. (In a sequel to this paper we will show that for a truly random η

Sr(η) is “small”.)

The first important question is whether this new symmetry measure is

independent of the pseudorandom measures Qk(η).

Gyarmati, Sárközy and Stewart [10] gave the following construction:

Construction 1 Let p be an odd prime, f(x1, x2) ∈ Fp[x1, x2] be a polyno-

mial in two variables. Define the two dimensional binary lattice η : I2
p →

{−1, +1} by

η(x1, x2) =







(

f(x1,x2)
p

)

if (f(x1, x2), p) = 1,

+1 if p | f(x1, x2)
(5)

(where
(

n
p

)

denotes the Legendre symbol). They proved that under certain

conditions on the polynomial f(x), the binary lattice η has small Qℓ pseu-

dorandom measures. Now we will present a construction of this type where

the binary lattice η has small Qℓ pseudorandom measures but the rectangle-

symmetry measure is large.

Proposition 1 Let p be an odd prime, f(x1, x2) = x1x2 + 1 and define the

binary p-lattice η by (5). Then for ℓ < p we have

Qℓ(η) ≤ 10kℓp3/2 log p, (6)

Sr(η) ≥ (p − 1)2. (7)

Proof of Proposition 1. (6) follows immediately from Theorem 1 in [10]

since x1x2+1 is an irreducible polynomials in Fp[x1, x2]. Let R be the parallel

rectangle

R = {x = (x1, x2) : 1 ≤ x1 ≤ p − 1, 1 ≤ x2 ≤ p − 1},
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and let τ ∈ H(R) be the symmetry transformation (reflection) with respect to

the center
(

p
2
, p

2

)

. Then by the definition of the rectangle-symmetry measure

we have

Sr(η) ≥
∣

∣

∣

∣

∣

∑

x∈R

η(x)η(τ(x))

∣

∣

∣

∣

∣

= (p − 1)2.

We remark that the statement of Proposition 1 can be reversed, i.e., there

is a lattice η such that Q2(η) is large but Sr(η) is small:

Example 1 Let M ∈ N, N = 2M . Then define the binary N-lattice

η : I2
N → {−1, +1} so that the values η(x1, x2)(∈ {−1, +1}) are chosen

independently and in random way for x1 ∈ {0, 1, . . . , M − 1} and all x2, and

we have

η(x1, x2) = η(x1 − M, x2) for x ∈ {M, M + 1, . . . , N − 1}.

Then trivially we have

Q2(η) ≫ N2,

and we will sketch the proof of the fact that with probability approaching 1

(as M → ∞) we have

Sr(η) < N(log N)c.

We will show that if c is large enough, then for any fixed R and τ ∈ H(R)

we have

P

(∣

∣

∣

∣

∣

∑

x∈R

η(x)η(τ(x))

∣

∣

∣

∣

∣

≥ N(log N)c

)

<
4

N8
. (8)

Assume that τ belongs to the first group of symmetry transformations pre-

sented after Definition 4:

τ((x1, x2)) = (a1 + b1 − x1, x2) for all (x1, x2) ∈ I2
N .

We may assume that
a1 + b1

2
≤ M − 1
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(since the case a1+b1
2

≥ M is similar). Define ri by {(i, x2) : a2 ≤ x2 ≤ b2}.
Then the sum on the left hand side of (8) can be rewritten as

∣

∣

∣

∣

∣

∑

x∈R

η(x)η(τ(x))

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

b1
∑

i=a1

∑

x∈ri

η(x)η(τ(x))

∣

∣

∣

∣

∣

= 2

∣

∣

∣

∣

∣

∣

∣

∑

a1≤i<
a1+b1

2

∑

x∈ri

η(x)η(τ(x))

∣

∣

∣

∣

∣

∣

∣

+ O(N) (9)

where the O(N) term is added to cover the case when a1 + b1 is even and

i = a1+b1
2

so that for this i we have

∣

∣

∣

∣

∣

∣

∑

x∈r(a1+b1)/2

η(x)η(τ(x))

∣

∣

∣

∣

∣

∣

=
∑

x∈r(a1+b1)/2

(η(x))2 =
∑

x∈r(a1+b1)/2

1 ≤ N.

Now we split the double sum in (9) in two parts:

∑

a1≤i<
a1+b1

2

∑

x∈ri

η(x)η(τ(x)) =
∑

a1≤i≤−M+a1+b1

∑

x∈ri

η(x)η(τ(x))

+
∑

−M+a1+b1<i<
a1+b1

2

∑

x∈ri

η(x)η(τ(x)) =
∑

1
+
∑

2
,

(10)

say. Assume first that b1 ≥ M . By the construction of the lattice η we may

rewrite
∑

1 as

∑

1
=

∑

a1≤i≤−M+a1+b1

∑

x∈ri

η(x)η(τ(x) − (M, 0))

=
∑

a1≤i≤−M+a1+b1

∑

x∈ri

η(x)η(τ ′(x))

where

τ ′((x1, x2)) = (−M + a1 + b1 − x1, x2).

Then writing τ ′(x) = y, we have x = τ ′(y), the condition x ∈ ri is equivalent

with y ∈ rj where j = −M + a1 + b1 − i, and the condition a1 ≤ i ≤

8



−M + a1 + b1 can be replaced by 0 ≤ j ≤ −M + b1. Thus the last double

sum can be replaced by

∑

1
=

∑

0≤j≤−M+b1

∑

y∈rj

η(y)η(τ ′(y)) =
∑

0≤j<a1

∑

y∈rj

η(y)η(τ ′(y))

+ 2
∑

a1≤j<
−M+a1+b1

2

∑

y∈rj

η(y)η(τ ′(y)) + O(N) (11)

where (as in (9)) the O(N) term covers the contribution of the terms with

j = −M+a1+b1
2

when −M + a1 + b1 is even.

Combining (9), (10) and (11) we get

∣

∣

∣

∣

∣

∑

x∈R

η(x)η(τ(x))

∣

∣

∣

∣

∣

≤ 2

∣

∣

∣

∣

∣

∣

∑

0≤j<a1

∑

y∈rj

η(y)η(τ ′(y))

∣

∣

∣

∣

∣

∣

+ 4

∣

∣

∣

∣

∣

∣

∣

∑

a1≤j<
−M+a1+b1

2

∑

y∈rj

η(y)η(τ ′(y))

∣

∣

∣

∣

∣

∣

∣

+ 2

∣

∣

∣

∣

∣

∣

∣

∑

−M+a1+b1<i<
a1+b1

2

∑

x∈ri

η(x)η(τ(x))

∣

∣

∣

∣

∣

∣

∣

+ O(N).

By this grouping of the terms we have achieved that here all the occurring

vectors y, τ ′(y), x, τ(x) are distinct, and thus all the random variables η(y),

η(τ ′(y)), η(x), η(τ(x)) are pairwise independent. Now we select the η-values

occurring in these sums so that first we select the values of the first factors

η(y), η(x) occurring in these sums (independently); then we fix the values

of these η’s, and then we let all the second factors η(τ ′(y)), η(τ(x)) assume

the values +1, -1 with probability 1/2 independently. Then all the terms

η(y)η(τ ′(y)), η(x)η(τ(x)) are independent random variables assuming the

values +1 and −1 with equal probability 1
2
. Using Bernstein’s inequality

(Lemma 1 later), it is easy to see that if c is large enough, then uniformly for

any choice of the first factors η(y), η(x), it holds with probability less than,

say, 1
N8 that any one of the last double sums is ≥ 1

100
N(log N)c. If b1 < M

9



we have
∑

1 = 0 which simplifies the discussion and we obtain similarly that

the same conclusion holds. It follows that for fixed R and τ of the first type

we have

P

(∣

∣

∣

∣

∣

∑

x∈R

η(x)η(τ(x))

∣

∣

∣

∣

∣

≥ N(log N)c

)

<
4

N8
;

for the other two symmetry transformations the same bound could be proved

similarly. The rectangle R is uniquely determined by its 3 vertices, and these

vertices can be chosen in at most (N2)3 = N6 ways, while for fixed R the

symmetry transformation τ can be chosen in 3 ways. Thus we have

P (Sr(η) ≥ N(log N)c) = P

(

max
R, τ∈H(R)

∣

∣

∣

∣

∣

∑

x∈R

η(x)η(τ(x))

∣

∣

∣

∣

∣

≥ N(log N)c

)

≤
∑

R, τ∈H(R)

P

(∣

∣

∣

∣

∣

∑

x∈R

η(x)η(τ(x))

∣

∣

∣

∣

∣

≥ N(log N)c

)

≤
∑

R, τ∈H(R)

4

N8
=

4

N8

∑

R, τ∈H(R)

1 ≤ 4

N8
3N6 =

12

N2

= o(1)

so that, indeed,

P (Sr(η) < N(log N)c) > 1 − o(1).

(This construction can be extended from Q2 to Qℓ easily.)

This remark and Proposition 1 show that, indeed, Qℓ(η) and Sr(η) are

independent.

3 The convex symmetry measure

In certain applications one may need the definition of a more general

symmetry-measure. Let us consider an arbitrary binary N -lattice η:
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− − + + −
+ + + − −
− + − + −
− + + − +

+ − − − +

Figure 1.

A binary lattice

We assign to this lattice another binary N -lattice η′:

η′(x1, x2) =







+1 if η(x1, x2) = η(N − 1 − x1, N − 1 − x2),

−1 if η(x1, x2) = −η(N − 1 − x1, N − 1 − x2).

Suppose that the lattice η′ contains more +1’s then −1’s. It is easy to see that

there is a symmetric polygon S which contains exactly those (x1, x2) ∈ I2
N

for which η′(x1, x2) = +1 (see Figure 2).

− − − + −
+ − + − +

+ + + + +

+ − + − +

− + − − −

S

Figure 2.

A symmetric polygon S containing the +1’s

Then for (x1, x2) ∈ I2
N ∩ S we have

η(x1, x2) = η(N − 1 − x1, N − 1 − x2).

So S is a large symmetric subset of the binary lattice η. This construction

shows that if we want to derive any nontrivial facts related to polygons

symmetry we need some additional assumption, for e.g. convexity.

11



Thus we study the symmetry properties on convex polygons. The idea

behind this is that although we showed that usually a binary lattice contains

a large symmetric subsets S, the shape of this S can be very “irregular”. So

we hope that restricting the definition to convex polygons a “typical” random

binary lattice has small symmetry measure; we will show later that this is

so.

Definition 6 Let K ⊆ {(x1, x2) : 0 ≤ x1 ≤ N − 1, 0 ≤ x2 ≤ N − 1} be a

convex polygons (the line segments are also included). Let H(K) denote the

set of symmetry transformations which leave K in its original position, so

for τ ∈ H(K)

τ(K) = K.

Now we are ready to introduce a much more general symmetry measure than

the rectangle symmetry measure.

Definition 7 Let η : I2
N → {−1, +1} be a binary lattice. The convex-

symmetry measure of η is defined by

Sc(η) = max
K,τ∈H(K)

∣

∣

∣

∣

∣

∣

∑

x∈K∩I2
N

η(x)η(τ(x))

∣

∣

∣

∣

∣

∣

where the maximum is taken over all convex polygons K ⊆ {(x, y) : 0 ≤ x ≤
N − 1, 0 ≤ y ≤ N − 1} and transformations τ ∈ H(K).

It follows trivially from Definition 5 and 7 that

Proposition 2 For every binary-lattice η we have

Sr(η) ≤ Sc(η).

Next we would like to give constructions for which the convex-symmetry

measure is small. Let p ≥ 5 be a prime and η be a binary p-lattice defined

as in Construction 1. As in [10] there is no hope to prove better bound than

12



p3/2 log p for Sc(η); here the difficulties are the same as it is described in [10,

pp. 83-84]. Even the upper bound p3/2 log p is far from trivial.

In order to estimate the convex-symmetry measure, we usually apply the

one-dimensional theory of pseudorandomness and we estimate the symmetry

measure of lines of η. Since the study of pseudorandom properties with

respect to lines is of independent interest, we will introduce a third type

symmetry measure in the next paragraph.

4 The line-symmetry measure

Definition 8 L ⊆ I2
N is a segment if L is of the form

L = {x = (x1, x2) : x1 = a1t + b1, x2 = a2t + b2, t ∈ {0, 1, . . . , M}}

(with M < N) where a1, b1, a2, b2 ∈ Z and (a1, a2) 6= (0, 0).

Let now c =
(

c1
2
, c2

2

)

be a point with c1, c2 ∈ N0, 0 ≤ c1 ≤ 2N − 2,

0 ≤ c2 ≤ 2N − 2. Then let τc be the symmetry transformation (reflection)

with respect to this center, so that

τc(x1, x2) = (c1 − x2, c2 − x2) for all (x1, x2) ∈ I2
N .

Finally, let P denote the set of pairs (L, c) such that L is a segment with

L ⊆ I2
N , c is a point as described above (so that 2c = c + c ∈ I2

2N−1), and

for every x ∈ L we also have τc(x) ∈ I2
N . Then

Definition 9 Let I2
N → {−1, +1} be a binary lattice. The line-symmetry

measure of η is defined by

Sℓ(η) = max
(L,c)∈P

∣

∣

∣

∣

∣

∑

x∈L

η(x)η(τc(x))

∣

∣

∣

∣

∣

.

The line-symmetry measure is the most demanding of the three symmetry

measures and, indeed, if it is “small”(= o(N)) then the other two are also

small. This follows from Proposition 2 and the following theorem:
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Theorem 1 For every binary N-lattice η we have

Sc(η) ≤ (2N − 1)Sℓ(η).

Proof of Theorem 1. Let K be a symmetric convex polygon and τ be a

symmetry transformation which leaves K in its original position: τ(K) = K.

We will prove that

∣

∣

∣

∣

∣

∣

∑

x∈K∩I2
N

η(x)η(τ(x))

∣

∣

∣

∣

∣

∣

≤ (2N − 1)Sℓ(η),

from this the theorem follows.

There are two different cases:

Case I: τ is a symmetry transformation with respect to a line L defined by

x2 = Ax1 + B or x1 = C.

Then K∩I2
N is a disjoint union of the non-empty segments K1, K2, . . . , Kt

lying along the lines L1, L2, . . . , Lt which are perpendicular to the axis L of

the symmetry transformation τ (L is the line x2 = Ax1 + B or x1 = C). Let

Mi be the intersection of L and Li (see Figure 3). Then for x ∈ Ki we have

τ(x) = τMi
(x).

L

L1

L2

...

Lt

K
M1

M2

�

�

�

Mt

Figure 3.

Dissection of K ∩ I2
N into segments in Case 1

14



By Ki 6= ∅, 2Mi has integer coordinates between 0 and 2N − 2, since if

x ∈ Ki, then 2Mi = x+τ(x). Thus 2Mi may assume 2N −1 different values,

so that t ≤ 2N − 1. Then by this and the triangle inequality

∣

∣

∣

∣

∣

∣

∑

x∈K∩I2
N

η(x)η(τ(x))

∣

∣

∣

∣

∣

∣

≤
t
∑

i=1

∣

∣

∣

∣

∣

∑

x∈Ki

η(x)η(τ(x))

∣

∣

∣

∣

∣

≤
t
∑

i=1

Sℓ(η) = tSℓ(η)

≤ (2N − 1)Sℓ(η)

which was to be proved.

Case II: τ is a symmetry transformation with respect to a center C.

Then K ∩ I2
N is a disjoint union of segments K1, K2, . . . , Kt which are

lying on lines of the form x2 = A where 0 ≤ A < N , thus t ≤ N .

K1

K2

K3

...

Kt−1

Kt

C×
K

Figure 4.

Dissection of K ∩ I2
N into segments in Case 2

Then

∣

∣

∣

∣

∣

∣

∑

x∈K∩I2
N

η(x)η(τ(x))

∣

∣

∣

∣

∣

∣

≤
t
∑

i=1

∣

∣

∣

∣

∣

∑

x∈Ki

η(x)η(τC(x))

∣

∣

∣

∣

∣

≤
t
∑

i=1

Sℓ(η) ≤ NSℓ(η)

which was to be proved.
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5 The symmetry measures for truly random bi-

nary lattices

Now we will show that the symmetry measures of a truly random binary

lattice η : I2
N → {−1, +1} are “small”. By Proposition 2 and Theorem 1,

it suffices to give an upper bound for the line-symmetry measure of η to

obtain upper bounds for the other two symmetry measures. We denote the

probability of an event ξ by P (ξ), and the expectation and standard deviation

of a random variable ξ are denoted by M(ξ) and D(ξ), respectively.

Theorem 2 For every ε > 0 there is a number N0 = N0(ε) such that if

N > N0(ε) and we consider a truly random binary lattice η : I2
N → {−1, +1},

i.e., we choose every binary lattice η : I2
N → {−1, +1} with probability 2−N2

,

then we have

P
(

Sℓ(η) < 24(N log N)1/2
)

> 1 − ε.

Proof of Theorem 2. We will need Bernstein’s inequality:

Lemma 1 Let ξ1, . . . , ξt be independent random variables which have expec-

tation and standard deviation, and write M(ξi) = Mi (for i = 1, . . . , t),

D(ξ) = Di (for i = 1, . . . , t), ξ = ξ1 + · · · + ξt, M = M1 + · · · + Mt and

D2 = D2
1 + · · ·+ D2

t . Assume that K is a positive number with

|ξi − Mi| ≤ K (12)

and let

0 ≤ µ ≤ D

K
. (13)

Then we have

P (|ξ − M | ≥ µD) ≤ 2 exp

(

− µ2

2
(

1 + µK
2D

)2

)

.

Proof of Lemma 1. See [17, p. 324].
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Lemma 2 Let ξ1, . . . , ξt be independent random variables with distribution

P (ξi = +1) = P (ξi = −1) =
1

2
(for i = 1, . . . , t), (14)

and let

0 ≤ µ ≤ t1/2. (15)

Then we have

P
(

|ξ1 + · · ·+ ξt| ≥ µt1/2
)

≤ 2 exp

(

−2

9
µ2

)

.

Proof of Lemma 2. Using the notations of Lemma 2, now we have Mi = 0

and Di = 1 for i = 1, . . . , t whence M = 0 and D = t1/2, and (12) holds with

K = 1, so that (13) follows from (15). Thus by Lemma 1 and (15) we have

P
(

|ξ| ≥ µt1/2
)

≤ 2 exp

(

− µ2

2
(

1 + µ
2t1/2

)2

)

≤ 2 exp

(

− µ2

2
(

1 + 1
2

)2

)

≤ 2 exp

(

−2

9
µ2

)

,

which was to be proved.

Now we will show that for a truly random binary lattice η : I2
N →

{−1, +1}, i.e., choosing every binary lattice η : I2
N → {−1, +1} with proba-

bility 2−N2
, writing again

SL,c =

∣

∣

∣

∣

∣

∑

x∈L

η(x)η(τc(x))

∣

∣

∣

∣

∣

,

for every (L, c) ∈ P we have

P
(

SL,c ≥ 24(N log N)1/2
)

<
4

N8
(for N > N0). (16)

We have to distinguish two cases.

Case 1. Assume that L and τc(L) = {τc(x) : x ∈ L} are disjoint. We write

L = {x(t) = (x1(t), x2(t)) : x1(t) = a1t+b1, x2(t) = a2t+b2, t = 0, 1, . . . , M}
(17)

17



(with M < N). Then we have

SL,c =

∣

∣

∣

∣

∣

M
∑

t=0

η(x(t))η(τc(x(t)))

∣

∣

∣

∣

∣

. (18)

By our assumption here the points x(0), . . . ,x(M), τc(x(0)), . . . , τc(x(M))

are pairwise distinct. It follows that the terms of this sum, i.e.,

ξ0
def
= η(x(0))η(τc(x(0))), . . . , ξM

def
= η(x(M))η(τc(x(M)))

are independent random variables, and each of them is of distribution (14).

Write µ = 6(log N)1/2. If µ = 6(log N)1/2 ≤ (M +1)1/2 then by Lemma 2 we

have

P
(

SL,c ≥ 6 (N log N)1/2
)

= P
(

SL,c ≥ µN1/2
)

≤ P
(

SL,c ≥ µ(M + 1)1/2
)

= P
(

|ξ0 + · · · + ξM | ≥ µ(M + 1)1/2
)

≤ 2 exp

(

−2

9
µ2

)

= 2 exp(−8 log N) =
2

N8
.

If µ = 6(log N)1/2 > (M + 1)1/2, trivially we have

SL,c = |ξ0 + · · · + ξM | ≤ M + 1 < 36 log N < 6(N log N)1/2

for large enough N , whence

P
(

SL,c ≥ 6 (N log N)1/2
)

≤ P (SL,c ≥ 36 logN) = 0.

Thus in both cases we have

P
(

SL,c ≥ 6 (N log N)1/2
)

<
2

N8
for L ∩ τc(L) = ∅. (19)

Case 2. Assume that L ∩ τc(L) 6= ∅. Let x(t1) ∈ L, τc(x(t2)) ∈ τc(L) and

x(t1) = τc(x(t2)). Then writing again c =
(

c1
2
, c2

2

)

and using the notation

(17), we have

2c = (c1, c2) = x(t2) + τc(x(t2)) = x(t2) + x(t1)

= (a1t2 + b1, a2t2 + b2) + (a1t1 + b1, a2t1 + b2)

= (a1(t1 + t2) + 2b1, a2(t1 + t2) + 2b2)

18



whence

a1
t1 + t2

2
+ b1 =

c1

2
,

a2
t1 + t2

2
+ b2 =

c2

2
,

so that writing tc = t1+t2
2

we have

c = x(tc) = (a1tc + b1, a2tc + b2)

and, clearly 0 ≤ tc ≤ M . Then either

0 ≤ tc ≤
M

2
(20)

or
M

2
< tc ≤ M ; (21)

we may assume that (20) holds ((21) could be handled similarly). Then,

writing

δ(c) =







1 if tc ∈ Z

1 if tc 6∈ Z

(note that 2tc = t1 + t2 ∈ Z) we have

SL,c =

∣

∣

∣

∣

∣

M
∑

t=0

η(x(t))η(τc(x(t)))

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

2tc
∑

t=0

η(x(t))η(τc(x(t))) +

M
∑

t=2tc+1

η(x(t))η(τc(x(t)))

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

2
∑

0≤t<tc

η(x(t))η(τc(x(t))) + δ(c)µ2(x(tc)) +

M
∑

t=2tc+1

η(x(t))η(τc(x(t)))

∣

∣

∣

∣

∣

≤ 2

∣

∣

∣

∣

∣

∑

0≤t<tc

η(x(t))η(τc(x(t)))

∣

∣

∣

∣

∣

+ 1 +

∣

∣

∣

∣

∣

M
∑

t=2tc+1

η(x(t))η(τc(x(t)))

∣

∣

∣

∣

∣

.

Thus it follows from

SL,c ≥ 24(N log N)1/2
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that at least one of the inequalities
∣

∣

∣

∣

∣

∑

0≤t<tc

η(x(t))η(τc(x(t)))

∣

∣

∣

∣

∣

≥ 6(N log N)1/2,

1 ≥ 6(N log N)1/2 (22)

and
∣

∣

∣

∣

∣

M
∑

t=2tc+1

η(x(t))η(τc(x(t)))

∣

∣

∣

∣

∣

≥ 6(N log N)1/2

holds. But (22) does not hold for N > 2, so that

P
(

SL,c ≥ 24(N log N)1/2
)

≤ P

(∣

∣

∣

∣

∣

∑

0≤t<tc

η(x(t))η(τc(x(t)))

∣

∣

∣

∣

∣

≥ 6(N log N)1/2

)

+ P

(∣

∣

∣

∣

∣

M
∑

t=2tc+1

η(x(t))η(τc(x(t)))

∣

∣

∣

∣

∣

≥ 6(N log N)1/2

)

.

Both these last two cases are the type considered in Case 1, i.e., the points

x(t), τc(x(t)) are distinct. Thus we may apply (19). Then we obtain for large

enough N that

P
(

SL,c ≥ 24(N log N)1/2
)

<
4

N8
for L ∩ τc(L) 6= ∅. (23)

For N large enough (16) follows from (19) and (23). By (16), for large N

we have

P
(

Sℓ(η) ≥ 24(N log N)1/2
)

= P

(

max
(L,c)∈P

SL,c ≥ 24(N log N)1/2

)

≤
∑

(L,c)∈P

P
(

SL,c ≥ 24(N log N)1/2
)

<
4

N8

∑

(L,c)∈P

1. (24)

L is uniquely determined by a1, b1.a2, b2 and M , and since all these integers

belong to the interval [−N, +N ], thus L can be chosen in at most (2N + 1)5

ways, while c can be chosen from the (2N − 1)2 points in I2
2N−1 so that

∑

(L,c)∈P

1 ≤ (2N + 1)7. (25)
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If N > N0(ε) then it follows from (24) and (25) that

P
(

Sℓ(η) ≥ 24(N log N)1/2
)

< ε

which completes the proof of Theorem 2.

6 The minimum of the rectangle symmetry mea-

sure of binary lattices

In the one dimensional case the minimum of the correlation measures has

been studied in [2] (see also [4] and [12]) and Gyarmati proved in [8] that for

every binary sequence EN ∈ {−1, +1}N we have S(EN ) ≫
√

N . Now we will

prove the two dimensional analogue of Gyarmati’s result (the n-dimensional

case could be handled in the same way easily) and we will study the minima

of the other pseudorandom measures in a sequel of this paper:

Theorem 3 For every N ∈ N and binary N-lattice η we have

Sr(η) ≥ N

2
.
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Proof of Theorem 3. We will write e2πia/N = eN(a). Using the Cauchy-

Schwarz inequality and Parseval formula we obtain

J def
=

N−1
∑

i=0

N−1
∑

j=0

∣

∣

∣

∣

∣

N−1
∑

n=0

N−1
∑

m=0

η(n, m)eN(ni)eN (mj)

∣

∣

∣

∣

∣

4

≥ 1

N2





N−1
∑

i=0

N−1
∑

j=0

∣

∣

∣

∣

∣

N−1
∑

n=0

N−1
∑

m=0

η(n, m)eN(ni)eN (mj)

∣

∣

∣

∣

∣

2




2

=
1

N2

(

N−1
∑

i=0

N−1
∑

j=0

N−1
∑

n=0

N−1
∑

m=0

N−1
∑

n′=0

N−1
∑

m′=0

η(n, m)η(n′, m′)

eN((n − n′)i)eN ((m − m′)j)

)2

=
1

N2

(

N−1
∑

n=0

N−1
∑

m=0

N−1
∑

n′=0

N−1
∑

m′=0

η(n, m)η(n′, m′)

N−1
∑

i=0

eN((n − n′)i)
N−1
∑

j=0

eN ((m − m′)j)

)2

=
1

N2

(

N2

N−1
∑

n=0

N−1
∑

m=0

|η(n, m)|2
)2

=
1

N2

(

N2 · N2
)2

= N6.
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Using the Parseval formula again we get

J def
=

N−1
∑

i=0

N−1
∑

j=0

∣

∣

∣

∣

∣

∣

(

N−1
∑

n=0

N−1
∑

m=0

η(n, m)eN(ni)eN (mj)

)2
∣

∣

∣

∣

∣

∣

2

=

N−1
∑

i=0

N−1
∑

j=0

∣

∣

∣

∣

∣

N−1
∑

n=0

N−1
∑

m=0

N−1
∑

n′=0

N−1
∑

m′=0

η(n, m)η(n′, m′)

eN((n + n′)i)eN ((m + m′)j)

∣

∣

∣

∣

∣

2

=
N−1
∑

i=0

N−1
∑

j=0

∣

∣

∣

∣

∣

2N−2
∑

k=0

2N−2
∑

ℓ=0

(

∑

max{k−N+1,0}≤n
≤min{k,N−1}

∑

max{ℓ−N+1,0}≤m
≤min{ℓ,N−1}

η(n, m)η(k − n, ℓ − m)

)

eN(ki)eN (ℓj)

∣

∣

∣

∣

∣

2

= N2

2N−2
∑

k=0

2N−2
∑

ℓ=0

∣

∣

∣

∣

∣

∣

∣

∣

∑

max{k−N+1,0}≤n
≤min{k,N−1}

∑

max{ℓ−N+1,0}≤m
≤min{ℓ,N−1}

η(n, m)η(k − n, ℓ − m)

∣

∣

∣

∣

∣

∣

∣

∣

2

= N2
2N−2
∑

k=0

2N−2
∑

ℓ=0

(Sr(η))2 ≤ N4 (Sr(η))2 .

Thus

N6 ≤ J ≤ 4N4 (Sr(η))2 ,

so that,

N

2
≤ Sr(η),

which was to be proved.

7 A universally good construction

Next we will present a construction for which all the pseudorandom mea-

sures we have defined are small.
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Theorem 4 Let p ≥ 5 be a prime, a, b ∈ Fp, a 6= ±b such that the poly-

nomials x3 + x + a and x3 + x + b ∈ Fp[x] are irreducible over Fp, and let

n1, n2, . . . , nr ∈ Fp be non-quadratic residues modulo p. Define

f(x1, x2) = (x3
1 + x1 + a)(x3

2 + x2 + b)

r
∏

i=1

(x2
1 − nix

2
2) ∈ Fp[x1, x2].

Let k = deg f(x1, x2) = 2r + 6. Then for a binary p-lattice defined by (5) we

have

Qℓ(η) ≤ 11kℓp3/2 log p (26)

and

Sℓ(η) ≤ 18kp1/2 log p. (27)

Note that it follows from (27), Proposition 2 and Theorem 1 that the

rectangle and convex symmetry measures are also small:

Sr(η) ≤ Sc(η) ≪ pSℓ(η) ≪ kp3/2 log p.

Proof of Theorem 4. First we prove (26). In order to estimate Qℓ(η) we

will need two lemmas.

Lemma 3 If F is a field and n ∈ N then in F[x1, x2, . . . , xn] every polyno-

mial has a factorization into irreducible polynomials which is unique apart

from constant factors and reordering.

Proof of Lemma 3. See, for example, [16, Theorem 207].

Lemma 4 Suppose that f ∈ Fp[x1, x2] is a polynomial such that there are

no distinct d1,d2, . . . ,dℓ ∈ F2
p with the property that f(x + d1) · · ·f(x + dℓ)

is of the form cg(x)2 with c ∈ Fp, g ∈ Fp[x1, x2]. Let k be the degree of the

polynomial f(x1, x2). Then for the binary p-lattice η defined in (5) we have

Qℓ(η) < 11kℓp3/2 log p.
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Proof of Lemma 4. This is Lemma 5 in [10].

Let f(x1, x2) be a polynomial as it is described in Theorem 4. We will

prove that if d1,d2, . . . ,dℓ ∈ F2
p are distinct elements then f(x+d1) · · ·f(x+

dℓ) is not of the form cg(x)2 with c ∈ Fp, g ∈ Fp[x1, x2]. Then using Lemma

4 we get (26).

Let di = (d′
i, d

′′
i ) for 1 ≤ i ≤ ℓ and let

h(x) = f(x + d1) · · · f(x + dℓ).

Then h(x) is a product of the following irreducible polynomials:

pi(x1, x2) = (x1 + d′
i)

3 + (x1 + d′
i) + a for 1 ≤ i ≤ ℓ,

qi(x1, x2) = (x2 + d′′
i )

3 + (x2 + d′′
i ) + b for 1 ≤ i ≤ ℓ,

gi,j(x1, x2) = (x1 + d′
i)

2 − nj(x2 + d′′
i )

2 for 1 ≤ i ≤ ℓ, 1 ≤ j ≤ r.

Clearly there is no 1 ≤ i ≤ ℓ, 1 ≤ j ≤ r, 1 ≤ s ≤ ℓ, c ∈ Fp such that

gi,j(x) = cps(x)

or

gi,j(x) = cqs(x)

since the degree of gi,j is 2 and the degree of both ps and qs is 3. It is also

easy to see that there are no 1 ≤ i1, i2 ≤ ℓ, 1 ≤ j1, j2 ≤ r, (i1, j1) 6= (i2, j2)

and c ∈ Fp such that

gi1,j1(x) = cgi2,j2(x). (28)

Indeed, we have

gi1,j1(x1, x2) = x2
1 + 2d′

i1x1 − nj1x
2
2 − 2nj1d

′′
i1x2 + (d′

i1)
2 − nj1(d

′′
i1)

2,

gi2,j2(x1, x2) = x2
1 + 2d′

i2x1 − nj2x
2
2 − 2nj2d

′′
i2x2 + (d′

i2)
2 − nj2(d

′′
i2)

2,
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thus it would follow from (28) that

1 = c,

2d′
i1 = 2cd′

i2,

nj1 = cnj2,

2nj1d
′′
i1 = 2cnj2d

′′
i1

Then 1 = c, d′
i1

= d′
i2
, nj1 = nj2 , d′′

i1
= d′′

i2
. Thus nj1 = nj2 , di1 = di2 . But

then i1 = i2 and j1 = j2, which contradicts (i1, j1) 6= (i2, j2).

Thus the irreducible factor g1,1(x) appears exactly once in the factoriza-

tion of h(x). By Lemma 3, h(x) can not be of the form cg(x)2 with c ∈ Fp,

g ∈ Fp[x1, x2]. This completes the proof of (26).

Next we prove (27). Let L be a segment of I2
p , thus

L = {x = (x1, x2) : x1 = a1t + b1, x2 = a2t + b2, t ∈ {0, 1, . . . , M}}

(with M ≤ p) where a1, b1, a2, b2 ∈ Z and (a1, a2) 6= (0, 0). Since L ⊆ I2
p we

may assume that 0 ≤ a1 < p, 0 ≤ a2 < p.

Let c =
(

c1
2
, c2

2

)

be a point with c1, c2 ∈ N, 0 ≤ c1, c2 < 2p, and (L, c) ∈ P.

We will prove that

SL,c
def
=

∣

∣

∣

∣

∣

∑

x∈L

η(x)η(τc(x))

∣

∣

∣

∣

∣

≤ 18kp1/2 log p,

and from this the theorem immediately follows.

This sum can be rewritten as

SL,c =
M
∑

t=0

η((a1t + b1, a2t + b2))η(τc(a1t + b1, a2t + b2)).

Here

τc(a1t+b1, a2t+b2) = (−a1t+c1−b1,−a2t+c2−b2) = (−a1t+d1,−a2t+d2)
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where d1 = c1 − b1 and d2 = c2 − b2. We have

f(a1t + b1, a2t + b2) =
(

(a1t + b1)
3 + (a1t + b1) + a

)

(

(a2t + b2)
3 + (a2t + b2) + b

)

r
∏

i=1

(

(a1t + b1)
2 − ni(a2t + b2)

2
)

,

f(τc(a1t + b1, a2t + b2)) =
(

(−a1t + d1)
3 + (−a1t + d1) + a

)

(

(−a2t + d2)
3 + (−a2t + d2) + b

)

r
∏

i=1

(

(−a1t + d1)
2 − ni(−a2t + d2)

2
)

.

Here all polynomials

(a1t + b1)
3 + (a1t + b1) + a,

(a2t + b2)
3 + (a2t + b2) + b,

(a1t + b1)
2 − ni(a2t + b2)

2,

(−a1t + d1)
3 + (−a1t + d1) + a,

(−a2t + d2)
3 + (−a2t + d2) + b,

(−a1t + d1)
2 − ni(−a2t + d2)

2 ∈ Fp[t] (29)

are irreducible. Indeed the third degree polynomials are shifted version of the

irreducible polynomials t3+t+a, t3+t+b, and the second degree polynomials

are of the form (A1t + B1)
2 − ni(A2t + B2)

2 ∈ Fp[t] whose discriminant is

4ni(A1B2 + B2A1)
2 which is a quadratic non-residue.

Thus f(a1t + b1, a2t + b2) and f(τc(a1t + b1, a2t + b2)) are never 0. It

follows that

SL,c =

∣

∣

∣

∣

∣

M
∑

t=0

(

f(a1t + b1, a2t + b2)

p

)(

f(−a1t + d1,−a2t + d2)

p

)

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

M
∑

t=0

(

f(a1t + b1, a2t + b2)f(−a1t + d1,−a2t + d2)

p

)

∣

∣

∣

∣

∣

.
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Next we prove that f(a1t + b1, a2t + b2)f(−a1t + d1,−a2t + d2) is not of

the form cg(t)2. Then by using the following lemma we will prove (27).

Lemma 5 Suppose that p is a prime, χ is a non-principal character modulo

p of order d, f(t) ∈ Fp[t] has s distinct roots in Fp, and it is not a constant

multiple of the d-th power of a polynomial in Fp[t]. Let v be a real number

with 0 ≤ v ≤ p. Then for any u ∈ Fp:

∣

∣

∣

∣

∣

∑

u≤t≤u+v

χ(f(t))

∣

∣

∣

∣

∣

≤ 9sp1/2 log p.

Proof of Lemma 5. This is a consequence of Lemma 2 in [1] which was

derived from Weil’s theorem [21].

By Lemma 5 we get SL,c ≤ 18kp1/2 log p, from which Theorem 4 follows.

It remains to prove that f(a1t + b1, a2t + b2)f(−a1t + d1,−a2t + d2) is not of

the form cg(t)2.

Since (a,a2) 6= (0, 0) by symmetry reasons we may suppose that a1 6= 0.

Lemma 6 Let p ≥ 5 be a prime, a1 6= 0 and f ∈ Fp[x1, x2] be a polynomial

as it is described in Theorem 4. Then in the factorization of

f(a1t + b1, a2t + b2)f(−a1t + d1,−a2t + d2) ∈ Fp[t]

into irreducible factors, the irreducible polynomial (a1t + b1)
3 + (a1t + b1) + a

has multiplicity 1.

Then by Lemma 3 and Lemma 6 the product

f(a1t + b1, a2t + b2)f(−a1t + d1,−a2t + d2) ∈ Fp[t]

can not be of the form cg(t)2 and this was to be proved.

Proof of Lemma 6. In (29) we listed all the irreducible polynomials which

appear in the factorization f(a1t+b1, a2t+b2)f(−a1t+d1,−a2t+d2). Trivially

the second and third degree polynomials are different. Since a 6= ±b it
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follows from Lemma 7 below that the irreducible polynomial (a1t + b1)
3 +

(a1t + b1) + a is not a constant multiple of (a2t + b2)
3 + (a2t + b2) + b or

(−a1t + d1)
3 + (−a1t + d1) + a or (−a2t + d2)

3 + (−a2t + d2) + b. Thus the

multiplicity of (a1t + b1)
3 + (a1t + b1) + a is indeed 1 in the factorization

of f(a1t + b1, a2t + b2)f(−a1t + d1,−a2t + d2), which was the statement of

Lemma 6.

Lemma 7 Let p ≥ 5 be a prime, a1 6= 0 and suppose that the polynomials

(a1t+b1)
3 +(a1t+b1)+a and (At+B)3 +(At+B)+D are constant multiple

of each other, so there is a c ∈ Fp such that

(a1t + b1)
3 + (a1t + b1) + a = c

(

(At + B)3 + (At + B) + D
)

(30)

Then a1 = A, b1 = B and a = D or a1 = −A, b1 = −B and a = −D.

Proof of Lemma 7. If (30) holds, then comparing the coefficients of the

powers of t on the two sides of (30) we get

a3
1 = cA3, (31)

3a2
1b1 = 3cA2B, (32)

3a1b
2
1 + a1 = 3cAB2 + cA, (33)

b3
1 + b1 + a = cB3 + cB + cD. (34)

By (31)

c = a3
1

(

A−1
)3

. (35)

By (32) and (35)

b1 = a1B
(

A−1
)

. (36)

By (33), (35) and (36)

A2 = a2
1

whence

A = ±a1.

29



Case I If A = a1, then by (35)

c = 1

and by (36)

b1 = B,

thus by (34)

a = D,

and this proves Lemma 7.

Case II If A = −a1, then by (35)

c = −1

and by (36)

b1 = −B,

thus by (34)

a = −D,

which completes the proof of Lemma 7.
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