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#### Abstract

In the last 15 years a new constructive theory of pseudorandomness of binary sequences has been developed. Later this theory was extended to $n$ dimensions, i.e., to the study of pseudorandomness of binary lattices. In the applications it is not enough to consider single binary sequences, one also needs information on the structure of large families of binary sequences with strong pseudorandom properties. Thus the related notions of family complexity, collision and avalanche effect have been introduced. In this paper our goal is to extend these definitions to binary lattices, and we will present constructions of large families of binary lattices with strong pseudorandom properties such that these families also possess a nice structure.


## 1 Introduction

Recently in a series of papers a new constructive approach has been developed to study pseudorandomness of binary sequences

$$
E_{N}=\left(e_{1}, \ldots, e_{N}\right) \in\{-1,+1\}^{N} .
$$

In particular in [16] Mauduit and Sárközy first introduced the following measures of pseudorandomness: the well-distribution measure of $E_{N}$ is defined by

$$
\begin{equation*}
W\left(E_{N}\right)=\max _{a, b, t}\left|\sum_{j=0}^{t-1} e_{a+j b}\right| \tag{1.1}
\end{equation*}
$$

where the maximum is taken over all $a, b, t \in \mathbb{N}$ with $1 \leq a \leq a+(t-1) b \leq N$, and the correlation measure of order $k$ of $E_{N}$ is defined as

$$
C_{k}\left(E_{N}\right)=\max _{M, \mathbf{D}}\left|\sum_{n=1}^{M} e_{n+d_{1}} \ldots e_{n+d_{k}}\right|
$$

where the maximum is taken over all $\mathbf{D}=\left(d_{1}, \ldots, d_{k}\right)$ and $M$ such that $0 \leq d_{1}<\cdots<d_{k} \leq N-M$. The combined (well-distribution-correlation)
pseudorandom measure of order $k$ was also introduced:

$$
\begin{equation*}
Q_{k}\left(E_{N}\right)=\max _{a, b, t, \mathbf{D}}\left|\sum_{j=0}^{t} e_{a+j b+d_{1}} \ldots e_{a+j b+d_{k}}\right| \tag{1.2}
\end{equation*}
$$

where the maximum is taken over all $a, b, t$ and $\mathbf{D}=\left(d_{1}, \ldots, d_{k}\right)$ such that all the subscripts $a+j b+d_{\ell}$ belong to $\{1,2, \ldots, N\}$. (Note that $Q_{1}\left(E_{N}\right)=$ $W\left(E_{N}\right)$ and clearly $C_{k}\left(E_{N}\right) \leq Q_{k}\left(E_{N}\right)$.) Then the sequence $E_{N}$ is considered to be a "good" pseudorandom sequence if both $W\left(E_{N}\right)$ and $C_{k}\left(E_{N}\right)$ (at least for "small" $k$ ) are "small" in terms of $N$ (in particular, both are $o(N)$ as $N \longrightarrow \infty)$. Indeed, later Cassaigne, Mauduit and Sárközy [4] showed that this terminology is justified since for almost all $E_{N} \in\{-1,+1\}^{N}$ both $W\left(E_{N}\right)$ and $C_{k}\left(E_{N}\right)$ are less than $N^{1 / 2}(\log N)^{c}$. (See also [2] and [15].) Since that many papers have been written on the pseudorandomness of special binary sequences and on the measures of pseudorandomness; a list of these papers is presented in [9].

In [13] Hubert, Mauduit and Sárközy extended this theory of pseudorandomness to $n$ dimensions. They introduced the following definitions:

Denote by $I_{N}^{n}$ the set of $n$-dimensional vectors whose coordinates are integers between 0 and $N-1$ :

$$
I_{N}^{n}=\left\{\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right): x_{i} \in\{0,1, \ldots, N-1\}\right\} .
$$

This set is called an $n$-dimensional $N$-lattice or briefly an $N$-lattice. In [12] this definition was extended to more general lattices in the following way: Let $\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \ldots, \mathbf{u}_{\mathbf{n}}$ be $n$ linearly independent $n$-dimensional vectors over the field of the real numbers such that the $i$-th coordinate of $\mathbf{u}_{\mathbf{i}}$ is a positive integer and the other coordinates of $\mathbf{u}_{\mathbf{i}}$ are 0 , so that $\mathbf{u}_{\mathbf{i}}$ is of the form ( $0, \ldots, 0, z_{i}, 0, \ldots, 0$ ) (with $z_{i} \in \mathbb{N}$ ). Let $t_{1}, t_{2}, \ldots, t_{n}$ be integers with $0 \leq t_{1}, t_{2}, \ldots, t_{n}<N$. Then we call the set

$$
\begin{gathered}
B_{N}^{n}=\left\{\mathbf{x}=x_{1} \mathbf{u}_{\mathbf{1}}+\cdots+x_{n} \mathbf{u}_{\mathbf{n}}:, x_{i} \in \mathbb{N} \cup\{0\}, 0 \leq x_{i}\left|\mathbf{u}_{\mathbf{i}}\right| \leq t_{i}(<N)\right. \\
\text { for } i=1, \ldots, n\}
\end{gathered}
$$

an $n$-dimensional box $N$-lattice or briefly a box $N$-lattice.
In [13] the definition of binary sequences was extended to more dimensions by considering functions of type

$$
\eta(\mathbf{x}): I_{N}^{n} \rightarrow\{-1,+1\} .
$$

If $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ so that $\eta(\mathbf{x})=\eta\left(\left(x_{1}, \ldots, x_{n}\right)\right)$ then we will simplify the notation slightly by writing $\eta(\mathbf{x})=\eta\left(x_{1}, \ldots, x_{n}\right)$. Such a function can be visualized as the lattice points of the $N$-lattice replaced by the two symbols + and - , thus they are called binary $N$-lattices.

In [13] Hubert, Mauduit and Sárközy introduced the following measures of pseudorandomness of binary lattices (here we will present the definition in the same slightly modified but equivalent form as in [12]):

$$
\eta: I_{N}^{n} \rightarrow\{-1,+1\}
$$

Define the pseudorandom measure of order $k$ of $\eta$ by

$$
Q_{k}(\eta)=\max _{B, \mathbf{d}_{\mathbf{1}}, \ldots, \mathbf{d}_{\mathbf{k}}}\left|\sum_{\mathbf{x} \in B} \eta\left(\mathbf{x}+\mathbf{d}_{\mathbf{1}}\right) \cdots \eta\left(\mathbf{x}+\mathbf{d}_{\mathbf{k}}\right)\right|,
$$

where the maximum is taken over all distinct $\mathbf{d}_{\mathbf{1}}, \ldots, \mathbf{d}_{\mathbf{k}} \in I_{N}^{n}$ and all box $N$-lattices $B$ such that $B+\mathbf{d}_{\mathbf{1}}, \ldots, B+\mathbf{d}_{\mathbf{k}} \subseteq I_{N}^{n}$. Note that in the one dimensional special case $Q_{k}(\eta)$ is the same as the combined pseudorandom measure (1.2) for every $k$ and, in particular $Q_{1}(\eta)$ is the well-distribution measure $W$ in (1.1).

Then $\eta$ is said to have strong pseudorandom properties, or briefly, it is considered as a "good" pseudorandom binary lattice if for fixed $n$ and $k$ and "large" $N$ the measure $Q_{k}(\eta)$ is "small" (much smaller, than the trivial upper bound $N^{n}$ ). This terminology is justified by the fact that, as it was proved in [13], for a truly random binary lattice defined on $I_{N}^{n}$ and for fixed $k$ the measure $Q_{k}(\eta)$ is "small", more precisely, it is less than $N^{n / 2}$ multiplied by a logarithmic factor. As in the one-dimensional case, a list of papers written
on pseudorandomness of binary lattices and on the measures of pseudorandomness is presented in [9]; see also the more recent papers [10] and [11].

In the applications one may need not just a single binary sequence resp. lattice with strong pseudorandom properties but a large family of them. Moreover, in many applications it is not enough if our family $\mathcal{F}$ is large; it can be much more important to know that $\mathcal{F}$ has a "rich", "complex" structure, there are many "independent" sequences, resp. lattices in it which are "far apart". Thus one needs quantitative measures for these properties of families of binary sequences resp. lattices. In case of binary sequences such a measure was introduced by Ahlswede, Khachatrian, Mauduit and Sárközy in [1]:

Let $\mathcal{F}$ be a family of binary sequences $E_{N}=\left(e_{1}, e_{2}, \ldots, e_{N}\right) \in\{-1,+1\}^{N}$, and let $\left(\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{j}\right) \in\{-1,+1\}^{j}$ be a fixed binary sequence of length $j$ (for some $j \leq N$ ), and let $1 \leq i_{1}<i_{2}<\cdots<i_{j} \leq N$. If we consider binary sequences $E_{N}=\left(e_{1}, e_{2}, \ldots, e_{N}\right) \in\{-1,+1\}^{N}$ with

$$
\begin{equation*}
e_{i_{1}}=\varepsilon_{1}, e_{i_{2}}=\varepsilon_{2}, \ldots, e_{i_{j}}=\varepsilon_{j} \tag{1.3}
\end{equation*}
$$

Definition 1 (1.3) is said to be a specification of length $j$ (of the binary sequence $E_{N}$ ).

Definition 2 ([1]) The family complexity or briefly $f$-complexity of a family $\mathcal{F}$ of binary sequences $E_{N} \in\{-1,+1\}^{N}$ is defined as the greatest integer $j$ so that for any specification (1.3) (of length $j$ ) there is at least one $E_{N} \in \mathcal{F}$ which satisfies it. The $f$-complexity of $\mathcal{F}$ is denoted by $\Gamma(\mathcal{F})$. (If there is no $j \in \mathbb{N}$ with the property above, we set $\Gamma(\mathcal{F})=0$.)

Note that an easy consequence of the definition is that

$$
2^{\Gamma(\mathcal{F})} \leq|\mathcal{F}|
$$

whence

## Proposition 1

$$
\begin{equation*}
\Gamma(\mathcal{F}) \leq \frac{\log |\mathcal{F}|}{\log 2} \tag{1.4}
\end{equation*}
$$

Goubin, Mauduit and Sárközy [7] constructed the first large family of binary sequences with strong pseudorandom properties by using the Legendre symbol. They showed that if $p$ is a prime number, $K$ is "not very large" in terms of $p$, we consider all polynomials $f(x) \in \mathbb{F}_{p}[x]$ such that $0<\operatorname{deg} f(x) \leq$ $K$ and $f(x)$ has no multiple zeros, and each of these polynomials $f(x)$ we assign a binary sequence $E_{p}=\left(e_{1}, e_{2}, \ldots, e_{p}\right)$ defined by

$$
e_{n}= \begin{cases}\left(\frac{f(n)}{p}\right) & \text { for }(f(n), p)=1 \\ +1 & \text { for } p \mid f(n)\end{cases}
$$

(where $\left(\frac{\ddot{p}}{p}\right)$ is the Legendre symbol), then all these binary sequences possess strong pseudorandom properties (both $W\left(E_{p}\right)$ and $C_{k}\left(E_{p}\right)$ for $k$ "not very large" are small). Let $\mathcal{F}$ denote the family of these binary sequences $E_{p}$. Ahlswede, Khachatrian, Mauduit and Sárközy [1] showed that the $f_{\text {- }}$ complexity $\Gamma(\mathcal{F})$ of this family is large. Later Gyarmati [8] improved on their lower bound by showing that $\Gamma(\mathcal{F})>c \log |\mathcal{F}|$ with some explicit constant $c$; note that by (1.4), this estimate is best possible apart from the value of this constant $c$, and the complexity of this family is optimally large apart from the constant factor. (See also [6].)

Another important tool of studying the pseudorandomness of families of binary sequences is the notion of collision [3], [19], [20], [21]:

Assume that $N \in \mathbb{N}, \mathcal{S}$ is a given set (e.g., a set of certain polynomials or the set of all the binary sequences of a given length much less than $N$ ), to each $s \in \mathcal{S}$ we assign a unique binary sequence

$$
E_{N}=E_{N}(s)=\left(e_{1}, \ldots, e_{N}\right) \in\{-1,+1\}^{N}
$$

and let $\mathcal{F}=\mathcal{F}(\mathcal{S})$ denote the family of the binary sequences obtained in this way:

$$
\begin{equation*}
\mathcal{F}=\mathcal{F}(\mathcal{S})=\left\{E_{N}(s): s \in \mathcal{S}\right\} . \tag{1.5}
\end{equation*}
$$

Definition 3 If $s \in \mathcal{S}, s^{\prime} \in \mathcal{S}, s \neq s^{\prime}$ and

$$
\begin{equation*}
E_{N}(s)=E_{N}\left(s^{\prime}\right) \tag{1.6}
\end{equation*}
$$

then (1.6) is said to be a collision in $\mathcal{F}=\mathcal{F}(\mathcal{S})$. If there is no collision in $\mathcal{F}=\mathcal{F}(\mathcal{S})$, then $\mathcal{F}$ is said to be collision free.

In other words, $\mathcal{F}=\mathcal{F}(\mathcal{S})$ is collision free if we have $|\mathcal{F}|=|\mathcal{S}|$. An ideally good family of pseudorandom binary sequences is collision free. If $\mathcal{F}$ is not collision free but the number of collisions is "small", then they may cause only minor problems. A good measure of the number of collisions is the following:

Definition 4 The collision maximum $M=M(\mathcal{F}, \mathcal{S})$ is defined by

$$
M=M(\mathcal{F}, \mathcal{S})=\max _{E_{N} \in \mathcal{F}}\left|\left\{s: s \in \mathcal{S}, E_{N}(s)=E_{N}\right\}\right|
$$

(i.e, $M$ is the maximal number of elements of $\mathcal{S}$ representing the same binary sequence $E_{N}$, and $\mathcal{F}=\mathcal{F}(\mathcal{S})$ is collision free if and only if $M(\mathcal{F}, \mathcal{S})=1$ ).

There is another related notion appearing in the literature, namely, the notion of avalanche effect (see, e.g., [3], [5], [6], [14], [20], [21]):

Definition 5 If in (1.5) we have $\mathcal{S}=\{-1,+1\}^{\ell}$, and for any $s \in \mathcal{S}$, changing any element of $s$ changes "many" elements of $E_{N}(s)$ (i.e., for $s \neq s^{\prime}$ many elements of the sequences $E_{N}(s)$ and $E_{N}\left(s^{\prime}\right)$ are different), then we speak about avalanche effect, and we say that $\mathcal{F}=\mathcal{F}(\mathcal{S})$ possesses the avalanche property. If $N \rightarrow \infty$ and for any $s \in \mathcal{S}, s^{\prime} \in \mathcal{S}, s \neq s^{\prime}$ at least $\left(\frac{1}{2}-o(1)\right) N$ elements of $E_{N}(s)$ and $E_{N}\left(s^{\prime}\right)$ are different, then $\mathcal{F}$ is said to possess strict avalanche property.

To study the avalanche property, one may introduce the following quantitative measure:

Definition 6 If $N \in \mathbb{N}, E_{n}=\left(e_{1}, \ldots, e_{N}\right) \in\{-1,+1\}^{N}$ and $E_{n}^{\prime}=\left(e_{1}^{\prime}, \ldots, e_{N}^{\prime}\right) \in$ $\{-1,+1\}^{N} \in\{-1,+1\}^{N}$, then the distance $d\left(E_{N}, E_{N}^{\prime}\right)$ between $E_{N}$ and $E_{N}^{\prime}$ is defined by

$$
d\left(E_{N}, E_{N}^{\prime}\right)=\left|\left\{n: 1 \leq n \leq N, e_{n} \neq e_{n}^{\prime}\right\}\right|
$$

(a similar notion is introduced in [3]; this is a variant of the Hamming distance). Moreover, if $\mathcal{F}$ is a family from (1.5), then the distance minimum $m(\mathcal{F})$ of $\mathcal{F}$ is defined by

$$
m(\mathcal{F})=\min _{\substack{s, s^{\prime} \in \mathcal{S} \\ s \neq s^{\prime}}} d\left(E_{N}(s), E_{N}\left(s^{\prime}\right)\right)
$$

Applying this notion we may say that the family $\mathcal{F}$ in (1.5) is collision free if and only if $m(\mathcal{F})>0$, and $\mathcal{F}$ possesses the strict avalanche property if

$$
m(\mathcal{F}) \geq\left(\frac{1}{2}-o(1)\right) N
$$

In [20] Tóth studied the Legendre symbol construction described after Proposition 1, and she showed that a variant of the family defined there (she replaced the condition $\operatorname{deg} f(x) \leq K$ by $\operatorname{deg} f(x)=K$ ) is collision free if $K<p^{1 / 2} / 2$, and it possesses the strong avalanche effect for $p \rightarrow \infty$, $K=o\left(p^{1 / 2}\right)$. (In [20] and [21] she also studied a further construction using additive characters, she showed that there are many collisions in it, but a large subfamily of it possesses the strong avalanche property.)

Here first in Section 2 we will generalize the above definitions to $n$ dimensions, i.e., to binary lattices. Then in Section 3 and 4 we will study a family of binary lattices constructed by using quadratic characters of finite fields and polynomials (and we will prove the $n$-dimensional analogues of some results of Tóth [20], [21]). In Part II of this paper we will study two further families of binary lattices constructed by using finite fields, polynomials and the notion of the multiplicative inverse.

## 2 Family complexity, collision, avalanche property for families of binary lattices.

Each of definitions 1-6 can be extended easily from one dimension to $n$ dimensions, i.e., from binary sequences to binary lattices. For the sake of completeness we will present the generalizations of these definitions without adding any comments.

Let $\mathcal{F}$ be a family of binary lattices $\eta: I_{N}^{n} \rightarrow\{-1,+1\}$, let $j \leq N^{n}$, let $\mathbf{x}_{\mathbf{1}}, \mathbf{x}_{\mathbf{2}}, \ldots, \mathbf{x}_{\mathbf{j}}$ be $j$ distinct vectors from $I_{N}^{n}$, and let $\left(\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{j}\right) \in$ $\{-1,+1\}^{j}$. If we consider binary lattices $\eta: I_{N}^{n} \rightarrow\{-1,+1\}$ with

$$
\begin{equation*}
\eta\left(\mathbf{x}_{\mathbf{1}}\right)=\varepsilon_{1}, \eta\left(\mathbf{x}_{\mathbf{2}}\right)=\varepsilon_{2}, \ldots, \eta\left(\mathbf{x}_{\mathbf{j}}\right)=\varepsilon_{j}, \tag{2.1}
\end{equation*}
$$

then

Definition 7 (2.1) is said to be a specification of length $j$ of $\eta$.

Definition 8 The family complexity or $f$-complexity of a family $\mathcal{F}$ of binary lattices $\eta: I_{N}^{n} \rightarrow\{-1,+1\}$, denoted by $\Gamma(\mathcal{F})$, is defined as the greatest integer $j$ so that for any specification (2.1) of length $j$ there is at least one $\eta \in \mathcal{F}$ which satisfies it.

Then again (1.4) holds.
Assume that $N \in \mathbb{N}, n \in \mathbb{N}, \mathcal{S}$ is a given finite set, to each $s \in \mathcal{S}$ we assign a unique binary lattice $\eta=\eta_{s}: \quad I_{N}^{n} \rightarrow\{-1,+1\}$, and let $\mathcal{F}=\mathcal{F}(\mathcal{S})$ denote the family of the binary sequences obtained in this way:

$$
\begin{equation*}
\mathcal{F}=\mathcal{F}(\mathcal{S})=\left\{\eta_{s}: s \in \mathcal{S}\right\} \tag{2.2}
\end{equation*}
$$

Definition 9 If $s \in \mathcal{S}, s^{\prime} \in \mathcal{S}, s \neq s^{\prime}$ and $\eta_{s}=\eta_{s^{\prime}}$, then this is said to be a collision in $\mathcal{F}=\mathcal{F}(\mathcal{S})$. If there is no collision in $\mathcal{F}=\mathcal{F}(\mathcal{S})$, then $\mathcal{F}$ is said to be collision free.
(We leave the generalization of Definition 4 to the reader.)

Definition 10 If $\mathcal{F}$ is of form (2.2), and for any $s \in \mathcal{S}$ changing any element of $s$ changes "many" elements of $\eta_{s}: I_{N}^{n} \rightarrow\{-1,+1\}$, then we speak about avalanche effect, and we say that $\mathcal{F}=\mathcal{F}(\mathcal{S})$ possesses the avalanche property. If for any $s \in \mathcal{S}, s^{\prime} \in \mathcal{S}, s \neq s^{\prime}$ at least $\left(\frac{1}{2}-o(1)\right) N^{n}$ elements of $\eta_{s}$ and $\eta_{s^{\prime}}$ are different, then $\mathcal{F}$ is said to possess the strict avalanche property.

Definition 11 If $N \in \mathbb{N}, n \in \mathbb{N}, \eta: I_{N}^{n} \rightarrow\{-1,+1\}$ and $\eta^{\prime}: I_{N}^{n} \rightarrow$ $\{-1,+1\}$, then the distance $d\left(\eta, \eta^{\prime}\right)$ between $\eta$ and $\eta^{\prime}$ is defined by

$$
\begin{aligned}
d\left(\eta, \eta^{\prime}\right)=\mid\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right):\right. & \left(x_{1}, \ldots, x_{n}\right) \in \mathbb{I}_{N}^{n}, \\
& \left.\eta\left(x_{1}, \ldots, x_{n}\right) \neq \eta^{\prime}\left(x_{1}, \ldots, x_{n}\right)\right\} \mid .
\end{aligned}
$$

If $\mathcal{F}$ is a family of form (2.2), then the distance minimum $m(\mathcal{F})$ is defined by

$$
m(\mathcal{F})=\min _{\substack{s, s^{\prime} \in \mathcal{S} \\ s \neq s^{\prime}}} d\left(\eta_{s}, \eta_{s^{\prime}}\right)
$$

(So that $\mathcal{F}$ is collision free if $m(\mathcal{F})>0$, and it possesses the strict avalanche property if

$$
\left.m(\mathcal{F}) \geq\left(\frac{1}{2}-o(1)\right) N^{n} .\right)
$$

## 3 A family of binary lattices constructed using quadratic characters: family complexity.

Mauduit and Sárközy [17] constructed a large family of binary lattices with strong pseudorandom properties by using quadratic characters of finite fields (this construction generalizes the one dimensional constructions in [7] and [16]). They proved the following theorem:

Theorem A. Assume that $q=p^{n}$ is the power of an odd prime, $f(x) \in \mathbb{F}_{q}[x]$ has degree $\ell$ with

$$
0<\ell<p
$$

and $f(x)$ has no multiple zero in $\overline{\mathbb{F}}_{q}$. Denote the quadratic character of $\mathbb{F}_{q}$ by $\gamma$ (setting also $\gamma(0)=0)$. Consider the linear vector space formed by the elements of $\mathbb{F}_{q}$ over $\mathbb{F}_{p}$, and let $v_{1}, \ldots, v_{n}$ be a basis of this vector space (i.e., assume that $v_{1}, v_{2}, \ldots, v_{n}$ are linearly independent over $\mathbb{F}_{p}$ ). Define the $n$ dimensional binary p-lattice $\eta: I_{p}^{n} \rightarrow\{-1,+1\}$ by

$$
\eta(\mathbf{x})=\eta\left(\left(x_{1}, \ldots, x_{n}\right)\right)=\left\{\begin{array}{l}
\gamma\left(f\left(x_{1} v_{1}+\cdots+x_{n} v_{n}\right)\right) \text { for }  \tag{3.1}\\
\quad f\left(x_{1} v_{1}+\cdots+x_{n} v_{n}\right) \neq 0 \\
+1 \text { for } f\left(x_{1} v_{1}+\cdots+x_{n} v_{n}\right)=0
\end{array}\right.
$$

Assume also $k \in \mathbb{N}$ and

$$
\begin{equation*}
4^{n(k+\ell)}<p \tag{3.2}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
Q_{k}(\eta)<k \ell\left(q^{1 / 2}(1+\log p)^{n}+2\right) \tag{3.3}
\end{equation*}
$$

Indeed this is a combination of Theorems 1 and 2 in [18].
Now define $p, q, n$ as above, and set

$$
\begin{equation*}
L=\frac{1}{2 \log 4} \frac{\log p}{n} . \tag{3.4}
\end{equation*}
$$

Let $\mathcal{F}_{L}$ denote the family of the binary lattices $\eta$ assigned to the monic polynomials $f$ satisfying the conditions in Theorem A with

$$
0<\operatorname{deg} f=\ell<L
$$

Then for every $k$ with

$$
\begin{equation*}
k<L \tag{3.5}
\end{equation*}
$$

(3.2) holds, thus by Theorem A all these lattices $\eta$ satisfy (3.3) for every $k$ satisfying (3.5), so that all these lattices $\eta$ possess strong pseudorandom properties in this sense.

Now we will show that this family $\mathcal{F}_{L}$ is also of large complexity and, indeed, this is so for any number $K$ with $0<K<p$ in place of the number $L$ defined by (3.4):

Theorem 1 Assume that $q=p^{n}$ is the power of an odd prime, let

$$
0<K<p
$$

and consider all the polynomials $f(x) \in \mathbb{F}_{q}[x]$ such that

$$
0<\operatorname{deg} f<K
$$

and $f(x)$ has no multiple zero in $\overline{\mathbb{F}}_{q}$. To each of these polynomials $f$ assign the binary lattice $\eta$ defined by (3.1) as described in Theorem $A$, and let $\mathcal{F}_{K}$ denote the family of these binary lattices. Then we have

$$
\begin{equation*}
\Gamma\left(\mathcal{F}_{K}\right)>\frac{K-1}{2 \log 2} \log q-c K \log (K \log q) \tag{3.6}
\end{equation*}
$$

with some absolute constant $c$.

Note that the number of polynomials $f \in \mathbb{F}_{q}[x]$ with $\operatorname{deg} f<K$ is clearly at most $q^{K+1}$, thus we have

$$
\begin{equation*}
\left|\mathcal{F}_{K}\right| \leq\left|\left\{f: f \in \mathbb{F}_{q}[x], \operatorname{deg} f<K\right\}\right| \leq q^{K+1} \tag{3.7}
\end{equation*}
$$

It follows from (1.4) and (3.7) that

$$
\begin{equation*}
\Gamma\left(\mathcal{F}_{K}\right) \leq \frac{\log \left|\mathcal{F}_{K}\right|}{\log 2} \leq \frac{(K+1) \log q}{\log 2} \tag{3.8}
\end{equation*}
$$

so that the lower bound (3.6) is best possible apart from a constant factor at most.
Proof of Theorem 1. Gyarmati's method used in the one-dimensional case in [8] can be adapted. Since a considerable part of the proof will be similar to the one in [8] thus we will leave some details to the reader.

If $c$ is large enough and $K \geq q^{1 / 2} / \log q$ then the right hand side of (3.6) is negative thus (3.6) holds trivially. Thus we may assume that

$$
\begin{equation*}
K<q^{1 / 2} / \log q . \tag{3.9}
\end{equation*}
$$

Let $h$ be the greatest odd integer with $h<K$. Let $j \in \mathbb{N}$,

$$
\begin{equation*}
j \leq \frac{h}{2 \log 2} \log q-\frac{c^{\prime} h}{\log 2} \log (h \log q) \tag{3.10}
\end{equation*}
$$

where we will fix the value of the absolute constant $c^{\prime}$ later. Assume that we are looking for a binary lattice $\eta \in \mathcal{F}_{K}$ satisfying the specification

$$
\begin{equation*}
\eta\left(\mathbf{x}_{\mathbf{1}}\right)=\varepsilon_{1}, \eta\left(\mathbf{x}_{\mathbf{2}}\right)=\varepsilon_{2}, \ldots, \eta\left(\mathbf{x}_{\mathbf{j}}\right)=\varepsilon_{j} . \tag{3.11}
\end{equation*}
$$

Let $\varphi: I_{p}^{n} \rightarrow \mathbb{F}_{q}$ be the mapping defined so that for $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in I_{p}^{n}$ we have

$$
\varphi(\mathbf{x})=\varphi\left(\left(x_{1}, \ldots, x_{n}\right)\right)=x_{1} v_{1}+\cdots+x_{n} v_{n} \in \mathbb{F}_{q} .
$$

Clearly, this is a bijection, and the definition of $\eta$ in (3.1) can be rewritten as

$$
\eta(\mathbf{x})= \begin{cases}\gamma(f(\varphi(\mathbf{x}))) & \text { for } f(\varphi(\mathbf{x})) \neq 0  \tag{3.12}\\ +1 & \text { for } f(\varphi(\mathbf{x}))=0\end{cases}
$$

For each of the vectors $\mathbf{x}_{\mathbf{i}} \in I_{p}^{n}$ considered in (3.11) write $\varphi\left(\mathbf{x}_{\mathbf{i}}\right)=y_{i}\left(\in \mathbb{F}_{q}\right)$. Then by (3.12), the specification in (3.11) can be rewritten as

$$
\begin{gather*}
\gamma\left(f\left(y_{1}\right)\right)=\varepsilon_{1}, \gamma\left(f\left(y_{2}\right)\right)=\varepsilon_{2}, \ldots, \gamma\left(f\left(y_{j}\right)\right)=\varepsilon_{j} \text { for }  \tag{3.13}\\
f\left(y_{1}\right), f\left(y_{2}\right), \ldots, f\left(y_{j}\right) \neq 0
\end{gather*}
$$

Write $\mathcal{Y}=\left(y_{1}, y_{2}, \ldots, y_{j}\right)$. Now let $\mathcal{A}$ denote the set of the $h$-tuples $\left(a_{1}, a_{2}, \ldots, a_{h}\right)$ with $a_{i} \in \mathbb{F}_{q} \backslash \mathcal{Y}$ for $i=1,2, \ldots, h$, and consider all the polynomials $f(z) \in$ $\mathbb{F}_{q}[z]$ of the form

$$
f_{a_{1}, a_{2}, \ldots, a_{h}}(z)=\left(z-a_{1}\right)\left(z-a_{2}\right) \ldots\left(z-a_{h}\right) \text { with }\left(a_{1}, a_{2}, \ldots, a_{h}\right) \in \mathcal{A} \text {. }
$$

We will prove by a counting argument that there is at least one $h$-tuple $\left(a_{1}, a_{2}, \ldots, a_{h}\right) \in \mathcal{A}$ for which the binary lattice $\eta$ defined by (3.12) with
$f_{a_{1}, a_{2} \ldots, a_{h}}(z)$ in place of $f(z)$ satisfies (3.13). Let $\beta_{1}, \beta_{2} \ldots, \beta_{t}$ denote those zeros of $f_{a_{1}, a_{2}, \ldots, a_{h}}(z)$ which have odd multiplicity in the factorization of it. Since the degree of $f_{a_{1}, a_{2}, \ldots, a_{h}}(z)$ is odd, the number $t$ of these zeros is also odd thus we have $t \geq 1$. Write $g_{a_{1}, a_{2}, \ldots, a_{h}}(z)=\left(z-\beta_{1}\right)\left(z-\beta_{2}\right) \ldots\left(z-\beta_{t}\right)$. Then $g_{a_{1}, a_{2}, \ldots, a_{h}}(z)$ has no multiple zero and its degree is $t \leq h<K$ so that the binary lattice defined by (3.1) with $g_{a_{1}, a_{2}, \ldots, a_{h}}(z)$ in place of $f(z)$ belongs to $\mathcal{F}_{K}$, and it satisfies the specification (3.11). Since this holds for every $j$ satisfying (3.10), it follows that

$$
\Gamma\left(\mathcal{F}_{K}\right) \geq\left[\frac{h}{2 \log 2} \log q-\frac{c^{\prime} h}{\log 2} \log (h \log q)\right]
$$

which proves (3.6).
Thus, indeed, it remains to prove that there is an $h$-tuple $\left(a_{1}, a_{2}, \ldots, a_{h}\right)$ for which the lattice $\eta$ in (3.12) with $f_{a_{1}, a_{2}, \ldots, a_{h}}(z)$ in place of $f(z)$ satisfies (3.13). To show this, consider a $h$-tuple $\left(a_{1}, a_{2}, \ldots, a_{h}\right) \in \mathcal{A}$ and the polynomial

$$
f_{a_{1}, a_{2}, \ldots, a_{h}}(x)=\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots\left(x-a_{h}\right)
$$

assigned to this $h$-tuple. Define the binary lattice $\eta: I_{p}^{n} \rightarrow\{-1,+1\}$ as in (3.12) with $f_{a_{1}, a_{2}, \ldots, a_{h}}(z)$ in place of $f(z)$ :

$$
\eta(\mathbf{x})= \begin{cases}\gamma\left(f_{a_{1}, a_{2}, \ldots, a_{h}}(\varphi(\mathbf{x}))\right) & \text { if } f_{a_{1}, a_{2}, \ldots, a_{h}}(\varphi(\mathbf{x})) \neq 0, \text { i.e. }  \tag{3.14}\\ & \varphi(\mathbf{x}) \neq a_{i} \text { for } 1 \leq i \leq h, \\ +1 & \text { if } f_{a_{1}, a_{2}, \ldots, a_{h}}(\varphi(\mathbf{x}))=0, \text { i.e. } \\ & \varphi(\mathbf{x})=a_{i} \text { for some } 1 \leq i \leq h\end{cases}
$$

Clearly,

$$
\frac{1}{2}\left(1+\varepsilon_{i} \eta\left(\mathbf{x}_{i}\right)\right)= \begin{cases}1 & \text { if } \eta\left(\mathbf{x}_{i}\right)=\varepsilon_{i}  \tag{3.15}\\ 0 & \text { if } \eta\left(\mathbf{x}_{i}\right)=-\varepsilon_{i}\end{cases}
$$

for $i=1,2, \ldots, j$. If $i=1,2, \ldots, j$ then $\varphi\left(\mathbf{x}_{i}\right)=y_{i}$, and for $t=1,2, \ldots, h$ we have $a_{t} \in \mathbb{F}_{q} \backslash \mathcal{Y}$ whence $a_{t} \neq y_{i}$. It follows that $f_{a_{1}, a_{2}, \ldots, a_{h}}\left(\varphi\left(\mathbf{x}_{\mathbf{i}}\right)\right)=$
$f_{a_{1}, a_{2}, \ldots, a_{h}}\left(y_{i}\right)=\left(y_{i}-a_{1}\right)\left(y_{i}-a_{2}\right) \ldots\left(y_{i}-a_{h}\right) \neq 0$, thus by (3.14) we have

$$
\begin{aligned}
\eta\left(\mathbf{x}_{i}\right) & =\gamma\left(f_{a_{1}, a_{2}, \ldots, a_{h}}\left(\varphi\left(\mathbf{x}_{i}\right)\right)\right)=\gamma\left(f_{a_{1}, a_{2}, \ldots, a_{h}}\left(y_{i}\right)\right) \\
& =\gamma\left(\left(y_{i}-a_{1}\right)\left(y_{i}-a_{2}\right) \ldots\left(y_{i}-a_{h}\right)\right) \quad(\text { for } i=1,2, \ldots, j) .
\end{aligned}
$$

Thus (3.15) can be rewritten as

$$
\frac{1}{2}\left(1+\varepsilon_{i} \gamma\left(\left(z_{i}-a_{1}\right)\left(z_{i}-a_{2}\right) \ldots\left(z_{i}-a_{n}\right)\right)\right)= \begin{cases}1 & \text { if } \eta\left(\mathbf{x}_{i}\right)=\varepsilon_{i}  \tag{3.16}\\ 0 & \text { if } \eta\left(\mathbf{x}_{i}\right)=-\varepsilon_{i}\end{cases}
$$

Let $N$ denote the number of polynomials $f_{a_{1}, a_{2}, \ldots, a_{h}}(x) \in \mathbb{F}_{q}[x]$ with $\left(a_{1}, a_{2}, \ldots, a_{h}\right) \in$ $\mathcal{A}$ such that for binary lattice (3.14) specification (3.11) holds. Then by (3.16) we have

$$
\begin{equation*}
N=\sum_{a_{1} \in \mathbb{F}_{q} \backslash \mathcal{Y}} \sum_{a_{2} \in \mathbb{F}_{q} \backslash \mathcal{Y}} \cdots \sum_{a_{h} \in \mathbb{F}_{q} \backslash \mathcal{Y}} \frac{1}{2^{j}} \prod_{i=1}^{j}\left(1+\varepsilon_{i} \gamma\left(\left(y_{i}-a_{1}\right)\left(y_{i}-a_{2}\right) \ldots\left(y_{i}-a_{h}\right)\right)\right) . \tag{3.17}
\end{equation*}
$$

In the same way as (3.3) was deduced from (3.2) in [8], by using the multiplicativity of $\lambda$ one may deduce from (3.17) that

$$
\begin{align*}
N & =\frac{(q-j)^{h}}{2^{j}}+\frac{1}{2^{j}} \sum_{\ell=1}^{j} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{\ell} \leq j} \varepsilon_{i_{1}} \varepsilon_{i_{2}} \ldots \varepsilon_{i_{\ell}} \\
& \left(\sum_{a \in \mathbb{F}_{q} \backslash \mathcal{Y}} \gamma\left(\left(y_{i_{1}}-a\right)\left(y_{i_{2}}-a\right) \ldots\left(y_{i_{\ell}}-a\right)\right)\right)^{h} . \tag{3.18}
\end{align*}
$$

Now we need

Lemma 1 If $q=p^{n}$ is a prime power, $\chi$ is a non-principal character modulo $q$ of order $d, f(x) \in \mathbb{F}_{q}[x]$ has $s$ distinct zeros in $\overline{\mathbb{F}}_{q}$ and it is not the constant multiple of the d-th power of a polynomial over $\mathbb{F}_{q}$, then

$$
\left|\sum_{z \in \mathbb{F}_{q}} \chi(f(z))\right| \leq(s-1) q^{1 / 2}
$$

Proof of Lemma 1. This is a special case of Weil's theorem [22].
By Lemma 1 we have

$$
\begin{aligned}
& \left|\sum_{a \in \mathbb{F}_{q} \backslash \mathcal{Y}} \gamma\left(\left(y_{i_{1}}-a\right)\left(y_{i_{2}}-a\right) \ldots\left(y_{i_{\ell}}-a\right)\right)\right| \\
& \leq\left|\sum_{a \in \mathbb{F}_{q}} \gamma\left(\left(y_{i_{1}}-a\right)\left(y_{i_{2}}-a\right) \ldots\left(y_{i_{\ell}}-a\right)\right)\right|+\sum_{a \in \mathcal{Y}} 1 \leq \ell q^{1 / 2}+j \leq j\left(q^{1 / 2}+1\right) .
\end{aligned}
$$

Thus it follows from (3.18) that

$$
\begin{aligned}
N & \geq \frac{(q-j)^{h}}{2^{j}}-\frac{1}{2^{j}} \sum_{\ell=1}^{j} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{\ell} \leq j}\left(j\left(q^{1 / 2}+1\right)\right)^{h} \\
& >\frac{(q-j)^{h}}{2^{j}}-\left(j\left(q^{1 / 2}+1\right)\right)^{h} .
\end{aligned}
$$

Thus in order to prove $N>0$ we have to show that

$$
\frac{q-j}{2^{j / h}}>j\left(q^{1 / 2}+1\right)
$$

or, in equivalent form,

$$
\begin{equation*}
q>2^{j / h}\left(j q^{1 / 2}+j\right)+j . \tag{3.19}
\end{equation*}
$$

With $p$ in place of $q$ this is inequality (12) in [8] and it was shown in [8] that it follows from (5) and (6) if $c_{1}=9$ is chosen. Replacing $p$ by $q$ and $c_{1}$ by $c^{\prime}$ in these two formulas, we obtain (3.9) and (3.10) above, so that if $j$ satisfies (3.10) then (3.19) holds whence $N>0$ follows. Thus there is a binary lattice $\eta \in \mathcal{F}_{K}$ which satisfies specification (3.11) and this completes the proof of Theorem 1.

## 4 A family of binary lattices constructed using quadratic characters: collisions, avalanche effect

Now we will show that if $K$ is "not very large", then the family $\mathcal{F}_{K}$ of binary lattices defined in Theorem 1 is collision free, and it also possesses the strict avalanche property. Again, let $q=p^{n}$ be a fixed odd prime power and $0<K<p$. Let $\mathcal{S}_{K}$ denote the set of monic polynomials $f(x) \in \mathbb{F}_{q}[x]$ such that $0<\operatorname{deg} f<K$. For every polynomial $f \in \mathcal{S}_{K}$ we consider the binary lattice $\eta$ defined by (3.1) as described in Theorem A, and we denote it by $\eta_{f}$. Then the family $\mathcal{F}_{K}$ of binary lattices defined in Theorem 1 is the set of these lattices $\eta_{f}$ :

$$
\mathcal{F}_{K}=\mathcal{F}_{K}\left(\mathcal{S}_{K}\right)=\left\{\eta_{f}: f \in \mathcal{S}_{K}\right\} .
$$

Using these notations we have

## Theorem 2

$$
m\left(\mathcal{F}_{K}\right)>\frac{1}{2}\left(q-(2 K-1) q^{1 / 2}-2 K\right) .
$$

Note that if $K<\frac{1}{2} q^{1 / 2}$, then it follows from Theorem 2 that

$$
m\left(\mathcal{F}_{K}\right)>\frac{1}{2}\left(q-(2 K-1) q^{1 / 2}-q^{1 / 2}\right)=\frac{1}{2}\left(q-2 K q^{1 / 2}\right)>0
$$

and thus $\mathcal{F}_{K}$ is collision free. This proves
Corollary 1 If $\mathcal{S}_{K}, \mathcal{F}_{K}$ are defined as above and we also have $K<\frac{1}{2} q^{1 / 2}$, then $\mathcal{F}_{K}$ is collision free.

Moreover, if $q \rightarrow \infty$ and $K=o\left(q^{1 / 2}\right)$ then Theorem 2 gives

$$
m\left(\mathcal{F}_{K}\right) \geq\left(\frac{1}{2}-o(1)\right) q
$$

which proves

Corollary 2 If $\mathcal{S}_{K}, \mathcal{F}_{K}$ are defined as above and we have $q \rightarrow \infty, K=$ $o\left(q^{1 / 2}\right)$, then $\mathcal{F}_{K}$ possesses the strict avalanche property.

Proof of Theorem 2 We will adapt Tóth's method [20]. Assume that $f, g \in \mathcal{S}_{K}$ and $f \neq g$. Then for $\mathbf{x} \in I_{p}^{n}$ we have

$$
\eta_{f}(\mathbf{x}) \eta_{g}(\mathbf{x})= \begin{cases}+1 & \text { if } \eta_{f}(\mathbf{x})=\eta_{g}(\mathbf{x}) \\ -1 & \text { if } \eta_{f}(\mathbf{x}) \neq \eta_{g}(\mathbf{x})\end{cases}
$$

whence

$$
\frac{1}{2}\left(1-\eta_{f}(\mathbf{x}) \eta_{g}(\mathbf{x})\right)= \begin{cases}0 & \text { if } \eta_{f}(\mathbf{x})=\eta_{g}(\mathbf{x}) \\ 1 & \text { if } \eta_{f}(\mathbf{x}) \neq \eta_{g}(\mathbf{x})\end{cases}
$$

It follows that

$$
\begin{aligned}
d\left(\eta_{f}, \eta_{g}\right) & =\sum_{\mathbf{x} \in I_{p}^{n}} \frac{1}{2}\left(1-\eta_{f}(\mathbf{x}) \eta_{g}(\mathbf{x})\right)=\frac{1}{2}\left(p^{n}-\sum_{\mathbf{x} \in I_{p}^{n}} \eta_{f}(\mathbf{x}) \eta_{g}(\mathbf{x})\right) \\
& =\frac{1}{2}\left(q-\sum_{\mathbf{x} \in I_{p}^{n}} \eta_{f}(\mathbf{x}) \eta_{g}(\mathbf{x})\right)
\end{aligned}
$$

Then using again the bijection $\varphi: I_{p}^{n} \rightarrow \mathbb{F}_{q}$ introduced at the beginning of the proof of Theorem 1, by (3.12) this can be rewritten as

$$
\begin{align*}
d\left(\eta_{f}, \eta_{g}\right)= & \frac{1}{2}\left(q-\sum_{\substack{\mathbf{x} \in I_{n}^{n} \\
f(\varphi(\mathbf{x})) g(\varphi(\mathbf{x})) \neq 0}} \gamma(f(\varphi(\mathbf{x}))) \gamma(g(\varphi(\mathbf{x})))\right. \\
- & \left.\sum_{\substack{\mathbf{x} \in I_{p}^{n} \\
f(\varphi(\mathbf{x})) g(\varphi(\mathbf{x}))=0}} \eta_{f}(\mathbf{x}) \eta_{g}(\mathbf{x})\right) \\
= & \frac{1}{2}\left(q-\sum_{\substack{\left.\mathbf{x} \in I_{p}^{n} \\
(f g)(\varphi \mathbf{x})\right) \neq 0}} \gamma((f g)(\varphi(\mathbf{x})))-\sum_{\substack{\mathbf{x} \in I_{p}^{n} \\
(f g)(\varphi(\mathbf{x}))=0}} \eta_{f}(\mathbf{x}) \eta_{g}(\mathbf{x})\right) \\
\geq & \frac{1}{2}\left(q-\sum_{z \in \mathbb{F}_{q}} \gamma((f g)(z))-\sum_{\substack{z \in \mathbb{F}_{q} \\
f g(z)=0}} 1\right) \\
> & \frac{1}{2}\left(q-\sum_{z \in \mathbb{F}_{q}} \gamma((f g)(z))-2 K\right) . \tag{4.1}
\end{align*}
$$

The order of the character $\gamma$ is 2 , and since $f \neq g$, both polynomials are monic and $f, g$ have no multiple zeros, thus $f(x) g(x)$ is not the constant multiple of the square of a polynomial over $\mathbf{F}_{q}$. Thus we may apply Lemma 1 with $\gamma$ and $f g$ in place of $\chi$ and $f$, respectively. Since the polynomial $f g$ has less than $2 K$ zeros in $\overline{\mathbb{F}}_{p}$, thus applying Lemma 1 we obtain from (4.1) that

$$
d\left(\eta_{f}, \eta_{g}\right)>\frac{1}{2}\left(q-(2 K-1) q^{1 / 2}-2 K\right)
$$

which completes the proof of Theorem 2.
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